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The Naïve Bayes Classifier
 “The punching bag of classifiers”- Exhibits poor relative performance in a number of studies
 - Severe Naïve Bayes assumption
 + Fast to train, Fast to use
 + Easy to implement
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Outline
 • Understanding the Naïve Bayes Assumption
 • Multinomial Naïve Bayes (MNB) Classifier
 • Systemic Problems with the MNB Classifier
 • Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Outline
 • Understanding the Naïve Bayes Assumption – Chalk Talk
 • Multinomial Naïve Bayes (MNB) Classifier
 • Systemic Problems with the MNB Classifier
 • Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Bayesian RuleOur goal is to find the class with the highest posterior probability
 argmaxc Pr(c| x1, x2)
 where c is a class and x1, x2 are features.
 We can solve for the posterior probability by factoring the joint probability distribution
 Pr(c, x1, x2) = Pr(x1)Pr(x2 | x1)Pr(c| x1, x2)
 We can also factor the joint probability distribution as follows
 Pr(c, x1, x2) = Pr(c) Pr(x1 |c) Pr(x2 |c, x1)
 Solving for the posterior probability distribution we have
 Pr(c| x1, x2) = Pr(c) Pr(x1 |c) Pr(x2 |c, x1) / Pr(x1)Pr(x2 | x1)
 Note that the denominator is the same for all classes. Then for the purpose of classification we can ignore the denominator. We are then left with
 argmaxc Pr(c| x1, x2) = argmaxc Pr(c) Pr(x1 |c) Pr(x2 |c, x1)
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Naïve Bayes AssumptionFrom the last side, we have
 argmaxc Pr(c| x1, x2) = argmaxc Pr(c) Pr(x1|c) Pr(x2 |c, x1)
 The general from for a Bayesian classifier will be
 argmaxc Pr(c| x1, x2) = argmaxc Pr(c) Πi Pr(xi|c, x1,…, xi-1)
 where x1… xn are features.
 The Naïve Bayes Assumption is that features are conditionally independent of one another, given the class.
 Pr(x2 |c, x1) = Pr(x2 |c)
 Then our formula becomes
 argmaxc Pr(c| x1, x2) = argmaxc Pr(c) Πi Pr(xi|c)
 Class
 x1 x2
 Naïve Bayesian Network
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Naïve Bayes Assumption and Text Classification
 Example of when the Naïve Bayes Assumption might not be appropriate:
 Suppose that we have a class of documents about “American Cities”.
 Let x1 ← number of time that the word “New” appears.
 Let x2 ← number of time that the word “York” appears.
 Pr(x2 = 1|c) ≠ Pr(x2 = 1| c, x1 = 1) ≠ Pr(x2 = 1| c, x1 = 5)
 If the word ‘New’ occurs frequently, we would expect the word “York” to occur frequently.
 Class
 x1 x2
 True Bayesian Network
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 • Three Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Multinomial Naïve Bayes (MNB) Classifier
 Notation:
 d - ‘bag of words’ representation of a document
 n - size of the vocabulary
 fi - frequency of word i appears in a document
 c ∈ {1, 2, … ,m} - document classes
 θci - the probability that word i occurs in class c
 θθθθc = {θc1, θc2 ,…, θcn} - vector of parameter for class c
 The probability that a document occurs given a class is the multinomial probability distribution function.
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Multinomial Naïve Bayes (MNB) Classifier
 Multinomial probability distribution function:
 For document d, we select the class with the largest posterior probability
 argmaxc Pr(θθθθc|d) = argmaxc Pr(θθθθc) Pr(d | θθθθc) / Pr(d)
 We can ignore Pr(d) since it is the same for all classes.
 The class with largest posterior probability is also the class with the largest log posterior probability.
 We will define the weights of the MNB classifier as the log of the parameters estimates:
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Multinomial Naïve Bayes (MNB) Classifier
 To estimate the parameters , we use a ‘smoothed’ version of the maximum likelihood estimate
 where
 Nci ← number of times word i appears in the training documents of class c
 Nc ← number of words that appear in the training documents in class c.
 αi ← 1
 α ← n (eg. The size of the vocabulary.)
 The authors use uniform priors to estimate the prior probability parameters since the Maximum Likelihood estimates are overpower by the wordprobabilities.
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Outline
 • Understanding the Naïve Bayes Assumption
 • Multinomial Naïve Bayes (MNB) Classifier
 • Systemic Problems with the MNB Classifier
 • Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Outline
 • Understanding the Naïve Bayes Assumption
 • Multinomial Naïve Bayes (MNB) Classifier
 • Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 2. Weight Magnitude Errors
 Initial Results
 • Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Outline
 • Understanding the Naïve Bayes Assumption
 • Multinomial Naïve Bayes (MNB) Classifier
 • Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 2. Weight Magnitude Errors
 Initial Results
 • Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Skewed Data Bias – An Example
 When there are more training examples for one class cn, then the MNB classifier will be biased towards cn.
 To illustrate this phenomenon, the author give the following toy example:
 Class 1 has a higher probability of HEADS, but the MNB classifier is more likely to classify a HEADS as Class 2.
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Skewed Data Bias – The Problem
 The problem is that weights are biased estimates of .
 1. is an (almost) unbiased estimator of .
 2. By Jensen’ inequality,
 3. The bias ( ) is negative since so the weights are smaller on average than they should be.
 4. For each class, the magnitude of the bias depends on the training sample size.
 5. Classes with fewer examples will have smaller weights.
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Skewed Data Bias – The Solution
 Rather than find the class that bests fits the document, we will use the complementary information,
 Where is the number of times word I appear in all the other classes.
 We will now select the class that least fits the complementary information (CNB).
 We could also combine the normal and complementary information
 But the authors report that One-verses-all performs worse that CNB.
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Skewed Data Bias – The Solution
 Complement Naïve Bayes (CNB) allows use to use more example suchthat each class will have almost the same number of samples.
 With mores samples 1. the Bias is reduced2. each class will have about the same amount of bias
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 Problem: NB classifier favors class with many training examples
 Solution: Complement Class
 2. Weight Magnitude Errors
 Initial Results
 • Three Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 2. Weight Magnitude Errors
 Initial Results
 • Three Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Weight Magnitude Error – An Example
 The NB classifier favors classes that most violate the Naïve Bayes assumption.
 When classifying documents that are about specific American cities:
 • Training set has same frequency of “San Diego” and “Boston”
 • It is rare for “San” to apart from “Diego”
 If we have a test document where “San Diego” appears 3 times and “Boston” appears 5 times, the NB classifier will incorrectly select “San Diego” as the label for the document.
 Why? Since “San” and “Diego” are assumed to be independent, they are double counted by the NB classifier.
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Weight Magnitude Error - The Solution
 The parameter vector of our two classes might be
 θθθθ”San Diego” = { … , 8/1000, 8/1000, 1/1000, …}
 θθθθ”Boston” = { … , 1/1000, 1/1000, 8/1000, …}
 Then the weight vectors will be as follows:
 w”San Diego” = { … , -4.8, -4.8, -6.9, …}
 w”Boston” = { … , -6.9, -6.9, -4.8, …}
 The NB classifier will then favor the “San Diego” Class unless we normalize the weight vectors:
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Weight Magnitude Error - The Drawback
 “Since we are manipulating the weight vector directly, we can no longer make use of the model-based aspects of Naïve Bayes.”
 • Incorporating unlabeled data becomes problematic.
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 Problem: NB classifier favors class with many training examples
 Solution: Complement Class
 2. Weight Magnitude Errors
 Problem: Violation of NB assumption causes large weight vectors
 Solution: Normalize Weight Vectors
 Initial Results
 • Three Transformation to Text Data for the Multinomial Model
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Initial Results
 Naïve Bayes classifiers were tested on 3 data sets of text documents:
 1. Industry Sector• one label per document • 9649 documents• 105 classes• 27-102 documents per class• Metric: Classification Accuracy
 2. 20 News Groups• One label per document• 20000 documents• 20 classes• 1000 documents per class• Metric: Classification Accuracy
 3. Reuters-21578• Multiple class labels of each document• 7770 documents• 90 classes• 2-2840 documents per class• Metric: Precision-Recall Breakeven
 • Micro-Average: equal importance to each document• Macro-Average: equal importance to each class
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Initial Results
 MNB – Standard Multinomial Naïve Bayes Classifier
 WCNB – Weight-Normalized Complement Naïve Bayes Classifier
 Observations:
 • MNB results are consistent with previously published results.
 • Greatest improvement on data sets where data quantity varied between classes.
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 • Understanding the Naïve Bayes Assumption
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 • Three Transformation to Text Data for the Multinomial Model
 3. Term Frequency
 4. Document Frequency
 5. Document Length and the Naïve Bayes Assumption
 • The Complete Algorithm
 • Reported Results
 • Conclusion
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Transforming Term Frequency
 The empirical distribution has “heavier-tails” than the multinomial Naïve Bayes Model expects.
 The multinomial model predicts that we will see a word nine times in a document with probability 10-21, where as in reality, this event occurs with probability 10-4.
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Transforming Term Frequency
 The empirical distribution resembles a ‘power-law’-like distribution.
 Term Frequency
 Prob
 abili
 ty
 In the above graph, we set d = 1.
 However, it is possible to find an optimal d such that power lawdistribution and empirical distribution lie close to one another.

Page 31
                        
                        

Transforming Term Frequency
 We can then transform our frequency counts so that they more closely resemble the multinomial distribution.
 10-410-210-1> 10-1Pr(fi) - Empirical
 10-410-210-1> 10-1Pr(fi’) - Multinomial
 10-2210-510-2> 10-1Pr(fi) - Multinomial
 2.301.090.690fi’
 9…210fi
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Transforming by Document Frequency
 We would like to increase the impact of rare words over common words.
 • Random fluctuations in words such at ‘the’ or ‘a’ can cause fictitious correlations.
 Solution: Inverse Document Frequency
 • Discount term by their frequency across all documents in all classes
 • is 1 if word I occurs in document j, and 0 otherwise.
 • If a word occurs in all documents, it has no weight.
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Transforming Based on Length
 If a word appears once in a document, it is more likely to appear again.
 • This violates the Naïve Bayes assumption
 • A longer document is more likely to have multiple occurrence of a word.
 • Example: A Medium Length Document is more likely of have a frequency count of 5 than a Short Length document is to have a frequency count of 2.
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Transforming Based on Length
 We can reduce the impact of long documents by transforming the word count frequencies by:
 where k is over all words in that document.
 Each document word frequency vector f a (l2 norm) length of 1.
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
 1. Skewed Data Bias
 2. Weight Magnitude Errors
 • Three Transformation to Text Data for the Multinomial Model
 1. Term Frequency
 2. Document Frequency
 3. Document Length
 • The Complete Algorithm
 • Reported Results
 • Conclusion

Page 36
                        
                        

Outline
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The Transformed Weight-normalized Complement Naïve Bayes (TWCNB) Classifier
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Outline
 • Understanding the Naïve Bayes Assumption
 • One Multinomial Naïve Bayes (MNB) Classifier
 • Two Systemic Problems with the MNB Classifier
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The Reported Results
 MNB – Standard Multinomial Naïve Bayes
 WCNB – Weight-Normalized Complement Naïve Bayes
 TWCNB – Transformed Weight-Normalized Complement Naïve Bayes
 SVM - Support Vector Machine
 Main Observation:
 1. TWCNB performs almost as well as SVM on all data sets.
 2. Transforming the data to fit the Multinomial model improves results.
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Contributions
 1. The paper suggests two general methods for improving Naïve Bayes Classifiers.
 2. By comparing the empirical distribution to text data with the theoretical distribution assumed by the Multinomial NB model, the authors were able to discover three transformations to the data that improve performance.
 3. Naïve Bayes might not be the “punching bag of classifiers” after all. (They just needed a little tender loving care.)
 The End
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