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Overview of accelerator technologies for HPC
 NVidia GPU, Intel MIC
 Markus Rampp (RZG)
 with major contributions by: T. Dannert, A. Marek, W. Nagel, K. Reuter, S. Heinzel (RZG)
 P. Messmer (NVidia), F. Merz (IBM)
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MPI CBG, Oct 9 2013
 M. Rampp, RZG
 Outline
 Introduction
 ● RZG applications support
 ● overview & motivation of GPU and many-core computing
 ● basic considerations on performance and efficiencies
 Technology overview: hardware & programming models
 ● NVidia GPU: Fermi, Kepler
 ● Intel MIC (Many Integrated Cores): Xeon Phi (“Knights Corner”, KNC)
 ● other: Cell (dead), Convey FPGA (not yet efficient for FP-heavy computing), ARM (new), ...
 Activities at RZG
 ● porting major MPG applications: the GPU experience and prospects for Intel MIC
 ● assessment of community codes
 Conclusions & outlook
 ● programming experiences
 ● ongoing & future activities
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MPI CBG, Oct 9 2013
 M. Rampp, RZG
 Introduction
 About the Rechenzentrum Garching (RZG)
 ● Computing centre of the Max-Planck-Society (MPG) and the IPP
 ● together with DKRZ (earth sciences) serves the HPC needs of the MPG
 ● RZG is located at the research campus in Garching near Munich, Germany
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 M. Rampp, RZG
 Introduction
 RZG's HPC services
 ● RZG operates central HPC system for the MPG
 deployment of the new Hydra underway:
 ● ~ 600 Sandy Bridge nodes
 ● ~ 3500 Ivy Bridge nodes
 ● “accelerator” partition with 676 GPUs, 24 Xeon Phis
 ● 2 CPUs (+2 GPUs) per node
 ● high-level application services for MPG:
 ● development, optimization
 ● analysis and visualization
 of HPC applications

Page 5
                        

MPI CBG, Oct 9 2013
 M. Rampp, RZG
 RZG
 RZG organization
 ● funded by MPG (2/3) and IPP (1/3)
 ● head: Stefan Heinzel, deputy: Hermann Lederer
 ● steering committee (”Beirat” = board of directors): semiannual reports by RZG
 Groups
 ● Data Services, Networks, Operations, . . .
 ● Application support (M. Rampp)
 – Dr. Fabio Baruffa (comp. materials science)
 – Dr. Tilman Dannert (comp. plasmaphysics)
 – Dr. Renate Dohmen (physics)
 – Elena Erastova (50%, CSE)
 – Karin Gross (50%, bioinformatics)
 – Dr. Andreas Marek (comp. astrophysics)
 – Dr. Werner Nagel (comp. astrophysics)
 – Dr. Markus Rampp (comp. astrophysics, bioinformatics)
 – Dr. Klaus Reuter (comp. plasmaphysics)
 – associated: Dr. Florian Merz (IBM applications specialist)
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 Application services and activities
 Application services and activities
 ● Basic application support:
 ● the essentials: software support, compilers, libraries, ...
 ● Optimization and joint development of essential MPG applications:
 ● in close collaboration with scientists. Some highlights shall be listed in the following
 ● all relevant HPC architectures, not limited to RZG hardware
 ● Support for capacity-computing applications:
 ● highlights include the large-scale analysis of ancient DNA (Mammoth, Neandertaler).
 ● Code and library development for future architectures:
 ● highlights include the development of a highly scalable eigenvalue solver (ELPA) which is used in the materials-science application code FHI-aims
 ● assessment and porting of HPC applications to NVidia GPUs and Intel MIC
 ● Scientific Visualization:
 ● operation of a remote-visualization infrastructure (hardware, software, project support)
 ● Bioinformatics
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 M. Rampp, RZG
 Bioinformatics
 Context
 ● collaboration RZG - MPI Biochemistry (F. Pfeiffer, D. Oesterhelt, H. Lederer)
 ● MPG project MIGenAS (2003-2008): "Central bioinformatics environment for microbial genomics" + additional funding by MPI Biochemistry and MPG
 ● hardware hosting and applications support for MPI-Ornithology (Radolfzell), MPI-EvAn (Leipzig), MPI-ZF (Koeln), MPI-Terrestrial Microbiology (Marburg)
 Scientific application examples
 ● microbial genome assembly and annotation (W. succinogenes, N. pharaonis, H. salinarum, H. walsbyi, H. elongata, T. tenax, H. halophilus, …)
 ● metagenomics (e.g. “Large-scale sequencing of Mammoth DNA” Poinar et al., Science 2006)
 Key software components
 ● Phred/Phrap and others● GenDB (U. Bielefeld/MiGenAS) ORF prediction, automatic annotation, web- based manual annotation● HaloLex (MPIB, RZG) web-based manual annotation & curation● MIGenAS toolkit (RZG/MiGenAS) web-based sequence analysis
 www.halolex.mpg.de
 www.migenas.mpg.de
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 M. Rampp, RZG
 Applications development and optimization
 Recent HPC application development projects
 GENE (MPI for Plasma Physics)
 ● Plasma microturbulence code (Vlasov-Maxwell Eq., Eulerian gyrokinetics) for nuclear fusion & astrophysical plasmas
 ● long-standing collaboration RZG-IPP
 ● all major HPC architectures (Tier-0 class)
 ● achieved scalability up to O(100k) cores
 FHI-AIMS (FHI)
 ● “ab-initio” (DFT) for molecular simulations
 ● long-standing collaboration RZG-FHI
 ● all major HPC architectures
 ● functionality, scalability (->ELPA)
 VERTEX (MPI Astrophysics)
 ● Neutrino radiation hydrodynamics code (Boltzmann Eq.) for Type-II supernova simulations
 ● long-standing collaboration RZG-MPA
 ● all major HPC architectures (Tier-0 class)
 ● achieved scalability up to O(10k...100k) cores: allows 3D simulations for the first time
 ●
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 M. Rampp, RZG
 Applications development and optimization
 Recent HPC application development projects (contd.)
 S/PHI/nX (MPI Iron Research)
 ● C++ class library for DFT applications
 ● MPI parallelization and development of new parallelization concepts
 ● enabled efficient usage on S/PHI/nX on x86 cluster (@MPIE)
 GPEC (MPI for Plasma Physics)
 ● “real-time” solver for MHD equilibrium in a tokamak device (ASDEX,ITER)
 ● original code development (M. Rampp et al., Fusion Science & Technology, 2012)
 QMD (MPI Physics of complex Systems)
 ● exact diagonalization of large quantum systems
 ● MPI parallelization (memory!): 16k cores BG/P, 8TB RAM
 nsCouette (MPI for Dynamics and Self-Organization)
 ● pseudo-spectral Navier-Stokes code for DNS simulations of incompressible flows
 ● hybrid MPI/OpenMP parallelization: achieved strong-scaling by 10x (e.g. 8k cores Hydra)
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 M. Rampp, RZG
 MPG applications
 Main characteristics of applications
 ● domains: materials research, bio sciences, plasma physics/nuclear fusion, astrophysics
 ● relevance: outstanding research
 ● MPG develops highly scalable codes (10k ...100k cores)
 ● e.g.: GENE, FHI-aims, VERTEX, GADGET,…
 ● FORTRAN, C, C++; MPI, hybrid MPI/OpenMP
 ● all major HPC platforms (x86, IBM Power, BlueGene, CRAY, NEC SX, ...)
 ● significant external resources (e.g. EU Tier-0, US, …)
 ● decade(s) of research and development (e.g. VERTEX: ~ 50 person years)
 ● typically: O(10k … 100k) lines of code
 ● RZG actively co-develops and optimizes applications with MPG
 ● our mission: we have to support these “legacy” applications and prepare them for upcoming HPC architectures: GPU, many-core, ...
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 M. Rampp, RZG
 GPU and many-core computing: a view from the top
 Basic principle (today's GPUs, many-core coprocessors):
 ● accelerator “cards” for standard cluster nodes (PCIe, or on-board HyperTransport/QPI: CRAY)
 ● many (~50...500) “lightweight” cores (~ 1 GHz)
 ● high thread concurrency, fast (local) memories
 Programming paradigms:
 ● use CPU for program control, communication and maximum single-thread performance
 ● “offload” data-parallel parts of computation to accelerator for maximum throughput performance
 ● requires heterogeneous programming & load-balancing, careful assessment of “speedups”
 System architecture:
 ● currently: x86 “Linux-clusters” with nodes comprising
 ● 2 CPUs (2x 8 cores)
 ● max. 2...3 accelerator cards (GPU, MIC) per node
 ● future: smaller CPU component (extreme: “host-less”, many-core chips)
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 M. Rampp, RZG
 Motivation (… why bother?)
 1) Compute performance
 ● GPU/many-core computing is promising huge application-performance gains
 ● caveat: sustained performance on “real-world”, scientific applications
 ● observations:
 ● apparent GPU success stories: PetaFlops performance (Gordon-Bell Price nominations)
 ● from aggressive marketing for Intel MIC, NVidia GPUs: cf. S. Pakin (LANL): “Ten ways to fool the masses when giving performance results on GPUs” ...http://www.hpcwire.com/hpcwire/2011-12-13/ten_ways_to_fool_the_masses_when_giving_performance_results_on_gpus.html
 … towards more realistic attitudes: factor 2x..3x speedups (GPU vs. multi-core CPU)
 2) Energy efficiency
 ● GPU/many-core computing is promising substantial energy-efficiency gains (a must for exascale)
 ● caveat: sustained efficiency on “real-world” CPU-GPU clusters
 3) Existing resources
 ● there is significant GPU/many-core-based compute-power around in the world
 ● by many, the technology is considered inevitable for the future
 ● caveat: the price to pay for application development ?
 http://www.hpcwire.com/hpcwire/2011-12-13/ten_ways_to_fool_the_masses_when_giving_performance_results_on_gpus.html
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 Motivation (… why bother?)
 1) Raw performance (double precision, floating point): single GPU vs CPU
 → Intel MIC: 1 TFlops (“Knights Corner” prototype)
 2) Energy efficiency: single GPU vs CPU
 2011 2012+
 GPU energy efficiency (model) 2 GFlops/W (“Fermi”) 5 GFlops/W (“Kepler”)
 CPU energy efficiency (model) 0.6 GFlops/W (“Nehalem”) 1.5 GFlops/W (“SandyBridge”)
 ratio 3.3 3.3
 2011 2012+
 GPU performance (model) 0.5 TFlops (“Fermi”) 1 TFlops (“Kepler”)
 CPU performance (model) 0.05 TFlops (“Nehalem”) 0.2 TFlops (“SandyBridge”)
 ratio 10 5
 → towards exascale:● today (x86 cluster technology): 1 PFlops ~ 1 MW ~ 1 M EUR/year● exascale systems: ≤ 20 MW => factor 50 efficiency gain required by technology leaps
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 M. Rampp, RZG
 Motivation (… why bother about GPUs?)
 Cost effectiveness at fixed budget (based on TDP values and assuming scalable applications):
 ● investment: exchange ratio r < 1:
 n nodes (2 CPU)→ r x n nodes (2 CPU + 2 GPU)
 => s ≥ (1/r) (time to solution, Flops/€)
 ● operation: n x (2x115 W) →r x n x (2x115 W + 2x235 W)
 => s ≥ r2 x 3.04 (energy to solution, Flops/W)
 2) Energy efficiency
 ● substantial nominal energy-efficiency gains (GFlops/Watt): 2x...3x (a must for exascale: 50x...100x required!)
 ● caveat: sustained efficiency on “real-world” clusters
 => sustained application speedups on the order of 2x are reasonable (assuming r ~ 0.5)
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 M. Rampp, RZG
 Motivation (… why bother?)
 3) Major deployments of production systems with accelerators
 Incomplete list of major deployments (in production or announced)
 ● Titan @ORNL (18688 NVidia GPUs)
 ● Tsubame 2.0 @TITech (4264 NVidia GPUs)
 ● Blue Waters @NCSA (3000 NVidia GPUs)
 ● JUDGE @JSC (244 NVidia GPUs)
 ● Stampede @TACC (~8000 Intel MICs)
 ● Tödi @CSCS (272 NVidia GPUs)
 ● Hydra @RZG (676 NVidia GPUs)
 Some thoughts on possible impact on HPC projects and applications development:
 ● it is anticipated that such machines/architectures will become even more prominent
 ● not being able to utilize major parts of such machines at all might compromise competitiveness:
 ● for computing-time grant-applications
 ● for the relevance/community-adoption of a major HPC code
 taken from M. Wolfe (PGI), ISC 2012

Page 16
                        

MPI CBG, Oct 9 2013
 M. Rampp, RZG
 NVidia GPU technology
 Hardware overview (NVidia Tesla series)
 ● since 2011: “Fermi”: first product with HW support for double-precision and ECC memory
 ● up to 512 cores, 6 GB RAM
 ● high internal memory bandwidth ~180 GB/s
 ● 0.5 TFlops (DP, floating point)
 ● data exchange with host via PCIe (~8 GB/s)
 ● enhancements: MPI optimization, intra-node comm.
 (“GPU direct”, “HyperQ”, ...)
 ● Q1/2013: “Kepler K20”:
 ● GK110 GPU: up to 2688 cores, 6...12 GB RAM
 ● internal memory bandwidth: ~200 GB/s
 ● nominal peak performance: ~ 1.3 TFlops (DP)
 ● plans for a “host-less” chip (for Exascale):
 ● project “Echelon”: 2014+ time frame, 20 TFlops chip (GPU + ARM)
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 M. Rampp, RZG
 NVidia GPU technology
 Software & programming models
 ● paradigm: split program into host code (CPU) and device code (GPU)
 ● GPU hardware architecture requires highly homogeneous program flow (SIMT, no if-branches!)
 ● PCIe bottleneck for communication of data between CPU and GPU:
 ● O(n2)...O(n3) computations for communication of n data
 ● overlapping of communication and computation phases
 Programming languages
 ● CUDA (NVidia), OpenCL (open standard)
 ● host program (C, executes on CPU) and device kernels (C, launch on GPU)
 ● numerical libraries: CUBLAS, CUFFT, higher LA: CULA, MAGMA
 ● tools: debuggers, profiling, system monitoring,…
 ● CUDA-FORTRAN (PGI)
 ● directive-based approaches (PGI, CRAY, CAPS, OpenACC, OpenMP-4)
 ● high-level, comparable to OpenMP
 ● proprietary (CRAY, PGI, HMPP, ...) → OpenACC → OpenMP
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 M. Rampp, RZG
 NVidia GPU technology
 OpenACC
 ● joint effort of vendors to shortcut/guide OpenMP 4.0 standardization effort
 ● functional (not performance) portability
 ● minimally invasive to existing code
 ● facilitates incremental porting
 ● compilers: PGI, CRAY, CAPS
 ● no free lunch!
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MPI CBG, Oct 9 2013
 M. Rampp, RZG
 Intel MIC technology
 Hardware overview
 ● since 2011: “Knights Ferry”: software development platform
 ● Q4/2012: “Knights Corner”: first product of the new Intel Xeon Phi processor line (MIC arch)
 ● approx 60 x86 cores (~ 1GHz), 8 GB RAM
 ● internal memory bandwidth: 175 GB/s
 ● nominal peak performance: 1 TFlops (DP)
 ● more than a device: runs Linux OS, IP addressable
 ● data exchange with host via PCIe (~8 GB/s)
 ● towards a true many-core chip (“Knights Landing”, 2014)
 Software & programming models
 ● paradigms:
 1) offload model (like GPU: split program into host code (CPU) and device code (MIC))
 2) cluster models (MPI ranks distributed across CPUs and/or MICs)
 ● tools & libraries: the familiar Intel tool chain: compilers, MPI/OpenMP, MKL, ...
 ● syntax: “data offload” directives + OpenMP (and/or MPI)
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 M. Rampp, RZG
 KNC hardware characteristics
 Internal memory bandwidth (Stream benchmark)
 ● Knights Corner (60c): ~ 150 GB/s
 ● SandyBridge (8c): ~ 40 GB/s
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 M. Rampp, RZG
 KNC hardware characteristics
 Rooflines Xeon Phi vs. Xeon E5 (Sandy Bridge)
 ● fundamental limits for floating point performance in CPUs: FP unit, memory bandwith (BW)
 ● KNC: need high thread (> 120) and SIMD (8-way) concurrency
 ● need high arithmetic intensity (AI), note: 1 Flops/Byte = 0.125 Flops/DP-operand !
 ●
 FP(AI) = min (FP_max, AI*BW) Roofline: an insightful visual performance model for multicore architectures, S. Williams et al. (2009)
 x(i,j):=f(i,j)**2+q*r(i,j)**2 AI=4/24=0.17x(i,j):=f(i,j)**2+q*r(i,j)*exp(-r(i,j)) AI≈1
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 NVidia GPU vs. Intel MIC
 Intel MIC (Knights Corner) → Nov 2012
 NVidia GPU (Kepler)→ 2012/2013
 Intel Xeon (Ivy Bridge)→ Q3/2013
 model Xeon Phi 5110p K20x Xeon E5-2680v2
 processors 62 Pentium x86_64 cores (1 GHz)
 14 GK110 streaming multiprocessors (0.7 GHz)
 10 Xeon x86_64 cores (2.8 GHz)
 per-processor concurrency
 4 hyperthreads x 8-wide (512 bit) SIMD units
 192 CUDA cores (SIMT) 2x (add,mult) 4-wide (256 bit) SIMD units [x2 hyperthreads]
 total nominal concurrency
 1984 = 62x4x8 2688 = 14x192 80=10x2x4
 performance (DP) ~ 1 TFlops ~ 1 TFlops ~ 0.2 TFlops
 memory 8 GB 6...12 GB ~ 32...64 GB
 data transfer with host CPU
 PCIe Gen2 (8 GB/s) PCIe Gen2 (8 GB/s) ---
 programming model/software stack
 OpenMP + SIMD vectorization, OpenCL,Intel compilers, libraries, tools + proprietary offload directives
 CUDA, (OpenCL), OpenACCNVidia libraries, tools
 OpenMP + SIMD vectorization, OpenCL, ...
 Hardware summary:
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 M. Rampp, RZG
 RZG activities
 Platforms
 ● Test system w/ 2 NVidia Kepler (K20x), 4 “Fermi” (M2090) GPU cards (single-node only)
 ● 4 Intel “Knights Corner” prototypes at RZG (under NDA) since September 2012
 ● access to JUDGE @Jülich: 122 nodes (2 Intel CPUs, 2 “Fermi” GPUs)
 ● new Hydra@RZG (operational Nov 2013): 676 NVidia Kepler (K20x), 24 Intel Xeon Phi
 Projects:
 ● research:
 ● [a “real-time” Poisson-solver for AUG (master thesis: IPP, TUM)]
 ● porting of major MPG applications (GPU,MIC)
 ● VERTEX (MPA): A. Marek, M. Rampp
 ● GENE (IPP): T. Dannert
 ● ELPA (FHI): F. Merz (IBM), NVidia
 ● assessment of GPU community codes:
 ● Molecular dynamics (AMBER, GROMACS, NAMD, LAMMPS)
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 Porting MPG applications to the GPU
 General strategy
 ● select such codes where we have (local) access to fundamental expertise:
 ● VERTEX (MPA, A. Marek), GENE (IPP, T. Dannert), ELPA (FHI, V. Blum, F. Merz, IBM)
 ● select programming model with best potential for demonstrating maximum performance:
 ● CUDA-C (NVidia, free): C-extension for writing kernels
 ● assess more accessible, portable and sustainable programming models along the way:
 ● CUDA-FORTRAN (PGI, licensed): allows to write kernels in FORTRAN
 ● directive-based approaches (PGI, CRAY, OpenACC, OpenMP 4.0, …)
 – standards and implementations started to emerge only very recently
 – performance remains to be demonstrated
 our view: directives are the only way to establish GPU programming “in the field”
 (besides simply linking GPU-optimized numerical libraries: CUBLAS, CUFFT, MAGMA, …)
 ● performance comparison (NVidia K20x “Kepler” vs. Intel Xeon 8-core “Sandy Bridge”):
 0. we compare with highly optimized (SIMD, multi-core) CPU code
 1. individual routines: compare 1 GPU with parallel code on 1 modern multi-core CPU (to measure success of GPU porting work)
 2. entire application: compare GPU-accelerated cluster: (e.g. 2n CPUs + 2n GPUs) with plain CPU cluster (2n CPUs) (to measure sustained performance relevant for a production system)
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 VERTEX
 Strategy and algorithmic targets
 ● two major parts (75% of total run time) appear prospective for GPU:
 1) 50%: local physics (computation of interaction rates, e.g. scattering kernels):
 – high level of data-parallelism
 – expensive computations (exp, ...) wrt. transferred data, high AI
 => prototypical algorithm for GPU and many-core, yet not at all trivial
 – individual rates can be handled independently → overlapping GPU and CPU
 2) 25%: linear system solver (block-tridiagonal, BCR)
 – could be relevant for other applications
 ● domain decomposition unchanged (size of MPI tasks remains homogeneous)
 facilitates development, testing, and extrapolation to large GPU clusters
 VERTEX (Group of H.Th. Janka, MPA)
 ● Neutrino radiation hydrodynamics (finite-volume) for multi-dimensional “first principles” core-collapse supernova simulations
 ● FORTRAN, hybrid MPI/OpenMP, highly scalable (Marek et al., ParCO 2013)
 ● VERTEX is not public but algorithms are extensively documented (Rampp & Janka, A&A 2002, Buras et al. A&A 2006)
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 Why are Supernovae interesting ?
 ● Supernova explosions are among the most luminous and energetic events in the Universe
 ● a single supernova can (optically) outshine an entire galaxy ( 1010 stars)
 ● total energy release 1053 erg = 1037 GJ (1000 times the energy released by our sun during entire lifetime)
 ● Supernovae leave behind expanding remnants & compact objects (neutron star, black hole)
 ● Supernovae mix the fusioned heavy elements (beyond H, He) outwards and enrich the galactic and intergalactic medium
 ● every "heavy" element on Earth was processed in at least one star and expelled by a supernova
 ● Supernovae produce about 50% of all chemical elements heavier than iron (e.g. almost all of the Gold )
 (Crab nebula with pulsar, remnant of SN1054)
 (Mixing of heavy elements, simulation by Hammer et al. 2010)
 VERTEX
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 VERTEX
 VERTEX on HPC clusters (CPU):
 0.25 PFlop/s on 131.000 cores (SuperMUC@LRZ) => VERTEX runs at ~ 10% of the nominal peak performance
 (Marek et al.: Towards Petaflops Capability of the VERTEX Supernova Code, ParCo 2013)
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 VERTEX
 The GPU experience:
 achieved up to 8x speedup of individual routines (interaction rates)
 => serves as a performance reference for other approaches: CUDA-FORTRAN, OpenACC, MIC
 => 2x speedup of complete code (GPU-accelerated cluster), upper limit: 3x speedup
 ready for production
 new level of parallelism is beneficial in VERTEX: OpenMP is already exploited at coarser level
 => a speedup of 2x...3x (strong-scaling!) is not easily achievable by other means (CPU optimization)
 CUDA C version encapsulated via ISO-C bindings of Fortran 2003
 Fortran wrappers for all major CUDA C functions (cudaMalloc, cudaFree...)
 acceleration of block-tridiagonal solver is impeded by the lack of device-callable LAPACK
 the upper limit for speedup due to GPU acceleration is due to the remaining 25%...30% of run time spent in many, scattered “warm-spots” (typical for highly optimized HPC codes)
 major effort for porting and optimization:
 ● A. Marek (member of the VERTEX development team, considerable HPC expertise)
 ● ~ 5-6 months (starting from scratch, synergies with other projects like GENE)
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 Scheduling (CPU)
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 rate 3
 rate 4
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 CPU thread 4CPU thread 1 CPU thread 2 CPU thread 3
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 rate 2
 rate 3
 rate 4
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 rate 2
 rate 3
 rate 4
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 Scheduling (GPU)
 Scheduling scheme for overlapping CPU and GPU computations
 ● problem: 1 GPU per MPI-task (1 CPU with n cores, n threads)
 ● how to avoid CPU idling while GPU computes the kernel (1 per CPU thread) ?
 => reshuffle order of processing individual “rates” (subroutines):
 ● (n-1) CPU threads compute other rates
 ● 1 CPU thread “controls” (idles) the GPU (rate GPU)
 ● VERTEX in practice: 80% balanced (requires tuning for CPU and GPU hardware)
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 Naive Scheduling (GPU)
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 Advanced Scheduling (GPU)
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 VERTEX
 Prospects for Xeon Phi:
 main characteristics of the kernel:
 • numerical integration on a 5 dimensional grid (~150x106 grid points, reduction to 3 dims)
 • high degree of data parallelism and algorithmic intensity
 • CPU implementation: outer loops: OpenMP, inner loops: SIMD
 • small amount of data transfer: ~4% in, ~0.2% out (transferred/accessed Bytes on MIC)
 the kernel has been ported to the device with OMP offload directives (240 OpenMP threads)
 in principle, only MIC offload directives were introduced into the code
 the block-tridiagonal linear solver (Thomas algorithm with dense LAPACK for the blocks) should be portable straightforwardly with MKL
 we hope to be able to port more easily (wrt. GPU) some of the remaining 25% of “warm-spots”
 achieved 6x speedup (for parts of the kernel only, and using preview-compilers and proprietary tuning)
 effort: A. Marek (in collaboration with Intel and the RZG team), few weeks-
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 VERTEX
 Prospects for Xeon Phi:
 #ifndef MIC_OPENMP!DIR$ OFFLOAD target(mic:MIC_DEVICE) in(etanp:alloc_if(.true.),free_if(.false.)) &#else!DIR$ OMP OFFLOAD target(mic:MIC_DEVICE) in(etanp:alloc_if(.true.),free_if(.false.)) &#endif!DIR$ in(omcck:alloc_if(.true.),free_if(.false.)) &!DIR$ in(qcck:alloc_if(.true.),free_if(.false.)) &!DIR$ in(cqq0:alloc_if(.true.),free_if(.false.)) &!DIR$ in(cqq1:alloc_if(.true.),free_if(.false.)) &!DIR$ in(cqqc:alloc_if(.true.),free_if(.false.)) &!DIR$ in(tabe:alloc_if(.true.),free_if(.false.)) &!DIR$ in(kijminc:alloc_if(.true.),free_if(.false.)) &!DIR$ in(nnmax, kmaxc, kRange, ijmaxc, nenukjt) &!DIR$ nocopy(pi0im_s1:alloc_if(.true.),free_if(.false.)) &!DIR$ nocopy(pi0re_s1:alloc_if(.true.),free_if(.false.))#ifdef MIC_OPENMP!$omp parallel#endif#endif call charged(1, 1, 2, etanp, omcck, qcck, cqq0, cqq1, cqqc, & tabe, pi0im_s1, pi0re_s1, nnmax, kmaxc, kRange, & kijminc, ijmaxc, nenukjt)#ifdef MIC_OFFLOAD_CHARGED#ifdef MIC_OPENMP!$omp end parallel#endif#endif

Page 35
                        

MPI CBG, Oct 9 2013
 M. Rampp, RZG
 GENE
 GENE (Group of F. Jenko, IPP)
 ● Plasma microturbulence code (gyrokinetics) for nuclear fusion and astrophysical plasmas
 ● FORTRAN, hybrid MPI/OpenMP, highly scalable
 ● GENE is open source and has a world-wide user base http://gene.rzg.mpg.de
 Strategy and algorithmic targets
 ● a major part (up to 50% of the total run time) appears prospective for GPU/MIC acceleration:
 computation of the “non-linearity” (convolution in spectral space deferred to real space):
 ● massively parallel in 4 dimensions
 ● FFTs and comparatively simple kernels
 ● optimized libraries (CUFFT, MKL)
 ● might be transferable to other applications (e.g. pseudo-spectral CFD solvers)
 vexy(klmn) dgdxy(klmn)
 FFT → vexy_re FFT → dgdxy_re
 Compute nonlin_re
 FFT → nonlin
 start
 end
 TransferTransfer
 Transfer
 GPUMIC
 http://gene.rzg.mpg.de/
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 GENE
 The GPU experience:
 we had initially achieved a 2x speedup of the complete code (GPU-accelerated cluster)
 speedup somewhat limited due to moderate CUFFT performance (and low algorithmic intensity)
 the challenges of heterogeneous programming: load balancing MPI tasks (plain vs. accelerated)
 multiple MPI tasks sharing a GPU not (yet) fully exploited
 the upper limit for speedup due to GPU acceleration is due to the remaining 50% of run time spent in many, scattered “warm-spots” (typical for highly optimized HPC codes)
 major effort for porting and optimization:
 T. Dannert (member of the GENE development team) 5-6 months
 __global__ void comp_stand_nonlin(double *vexy_re, double *dgdxy_re, double* nonlin1_re,int li0da, int ly0da) {
     int offset0 = 2*blockIdx.x *li0da*ly0da + 
 blockIdx.y*blockDim.y*blockDim.x;  int offset1 = (2*blockIdx.x+1)*li0da*ly0da +
 blockIdx.y*blockDim.y*blockDim.x;  int tx = threadIdx.x;  int ty = threadIdx.y;
   nonlin1_re[ blockIdx.x*li0da*ly0da + blockIdx.y*blockDim.y*blockDim.x + ty*ly0da + tx ] = 
      vexy_re[ offset0 + ty*ly0da + tx ]*dgdxy_re[ offset1+ty*ly0da + tx ]
     + vexy_re[ offset1 + ty*ly0da + tx ]*dgdxy_re[ offset0+ty*ly0da + tx ];
 }
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 GENE
 Prospects for MIC:
 multiple MPI tasks sharing a MIC card supported on KNC ?
 FFT performance KNC vs. Sandy Bridge?
 • O(1000) independent 1d FFTs (r2c) from MKL
 • using MKL (DFTI interface), w/ explicit OpenMP parallelization over individual FFTs
 good scaling (120+ threads) of individual kernels achieved
 efforts: T. Dannert (in collaboration with the RZG team), few weeks
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 ELPA
 ELPA (BMBF project MPG: RZG, FHI, MPI-MIS,TUM,U. Wuppertal, IBM)
 ● a scalable eigenvalue solver library: quantum chemistry, comp. materials science, ...
 ● FORTRAN, plain MPI, hybrid OpenMP/MPI, highly scalable: O(10k...100k) cores
 by courtesy of H. Lederer & A. Marek (RZG)
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 ELPA
 ELPA (BMBF project MPG:RZG, FHI, MPI-MIS,TUM,U. Wuppertal, IBM)
 ● the CPU version of ELPA is highly competitive (currently delivers best time to solution)
 ● ELPA is open source (http://elpa.rzg.mpg.de)
 Strategy and algorithmic targets (GPU, MIC)
 1) single-node (and single GPU/MIC) variant
 ● offload BLAS calls to GPU (utilize CUBLAS library)
 not trivial: avoid frequent data transfers, additional kernels written
 ● ELPA is a library: GPU version can be implemented/released in CUDA-C (or OpenCL)
 ● total speedup 1.8x (1x … 8x for the individual algorithmic components)
 ● effort: ~3 weeks (R. Johanni: ELPA developer, HPC professional)
 ● for startup only → performance of MAGMA, PLASMA, … probably superiour
 2) multi-node (and multi GPU/MIC) variant
 ● our real target (P. Messmer, NVidia, F. Merz, IBM)
 ● offloading BLAS is not sufficient → requires major restructuring
 ●
 http://elpa.rzg.mpg.de/
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 ELPA
 Towards a multi-GPU, multi-node direct Eigenvalue solver library
 ● 2 K20x vs 2 Xeon E5-2670● 1.7x speedup for the complete solution (N=24480, 50% EVs)● work in progress
 by P. Messmer (NVidia)
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 Further code projects
 MNDO (MPI f. Kohlenforschung)
 ● semiempirical quantum chemistry calculations
 ● highly optimized for multicore CPUs, shared-memory FORTRAN code
 ● successfully ported to single CPU-GPU node by MPI-KF (Wu, Koslowski & Thiel, JCTC, 2012)
 ● hotspots: Eigenvalue solver w/ Matrix-size O(1k...10k), GEMM, Jacobi rotations
 ● ported to MIC (K. Reuter, RZG) in a few hours: up to 20% faster than GPU implementation
 ● required: multi-GPU/multi-MIC Eigenvalue solver (→ ELPA project, MAGMA, MKL ?)
 GPEC (IPP)
 ● a parallel equilibrium code for real time control of tokamak plasmas (ASDEX, ITER)
 ● optimized for multicore CPUs (sub-ms run times, Rampp et al., FS&T, 2012 in press)
 ● algorithm: multiple 1d FFTs, multiple tridiagonal linear systems, GEMV
 ● a candidate for KNC “native” mode (ported in <30 min) ?
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 Assessment of community codes (GPU)
 Motivation
 ● a number of major scientific applications (e.g. classical MD) has already been ported to GPU
 ● MD codes (GROMACS, NAMD, ...) consume considerable resources on MPG's HPC systems
 ● only a subset of MD functionality and use-cases has been implemented for the GPU
 ● published benchmarks not always reliable, sometimes biased
 Relevance for “real-world” applications (provided by MPG scientists)
 ● GROMACS (Prof. Grubmüller, MPI f. Biophysikalische Chemie)
 PDB proteins (0.2M atoms), Ribosome (2.2M atoms): 4x speedups (SP)
 ● LAMMPS (Prof. Kremer/AG Donadio, MPI f. Polymerforschung)
 Graphene, Silicon systems (0.01M...0.1M atoms): 2x...8x speedups (DP)
 ● AMBER (Prof. Lipowsky, MPI f. Kolloid- und Grenzflächenforschung)
 Glycoproteins (70k atoms: explicit, 350 atoms: implicit): 5x...7x speedup (mixed prec.)
 ● GADGET-4 (Prof. Springel, HITS, U. Heidelberg; Prof. White, MPI f. Astrophysics)
 reported speedups for typical production runs: 1.5x...2x (work in progress)
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 Porting MPG Applications to Xeon Phi (MIC)
 VERTEX (MPI for Astrophysics)
 ● ported hot spot (50-60% of VERTEX runtime, algorithm prototypical for manycore): 2x (SNB vs. KNC)
 ● application speedup: 1.1
 ● probable reasons: overlapping communication/computation poor, OpenMP runtime overheads (?)
 GENE (MPI of Plasma Physics)
 ● FFT performance is key for porting the hot spot (50% of GENE runtime)
 ● MKL delivers no gain on Xeon Phi wrt. SNB
 ● complete port not even attempted (data transfer, dynamic array allocation strategy on MIC, …)
 ELPA (BMBF project)
 ● no speedups wrt. SNB achieved (project Intel-RZG)
 MNDO (MPI f. Kohlenforschung)
 ● hotspots: Eigenvalue solver w/ Matrix-size O(1k...10k), GEMM, Jacobi rotations
 ● application speedup (single node): 2 ... 2.5
 ● required: multi-MIC Eigenvalue solver (MAGMA, MKL ?)
 Community Codes (GROMACS, NAMD, LAMMPS, AMBER, …)
 ● ???
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 Summary & Conclusions
 Summary:
 ● GPU and manycore technology can no more be ignored for HPC:
 ● existing resources and applications, upcoming “true” manycore systems
 ● Intel Xeon Phi (MIC) has just appeared (GPU has a considerable competitive edge):
 ● community experience, community codes (GROMACS, LAMMPS, NAMD, ...)
 ● substantial efforts and expertise at RZG
 ● achieved 2x...3x speedups (per GPU-accelerated node!) for major HPC codes of the MPG
 ● some promising first results for Intel MIC “Knights Corner”
 ● confirmed speedups (~ 2x...4x) for “real world” applications with MD community codes
 ● MPG is deploying a powerful GPU cluster (1 PFlop/s nominal peak)
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 Summary & Conclusions
 Challenges and opportunities for HPC:
 ● GPU programming is hard (but doable, and rewarding). We did not target “low hanging fruit”.
 ● heterogeneous programming (the need to utilize both the CPU and the GPU) is even harder
 ● dynamically balancing CPU and GPU workload can be a huge challenge for complex MPI-codes (which are already highly optimized)
 ● future “host-less” systems are expected to alleviate the burden of heterogeneous programming (code duplication, ...)
 “Peta-Scale Phase-Phield Simulation for Dendritic Solidification on the Tsubame 2.0 Supercomputer”, T Shimokawabe et al. (2011)
 ● low-level, proprietary programming models like CUDA appear problematic for scientific HPC (sustainability: 10k...100k lines of code, dozens of person years, FORTRAN, ...)
 ● higher-level programming model and x86 architecture of Intel MIC appears favourable
 ● exploiting SIMT and SIMD parallelism in our algorithms is becoming increasingly crucial for reasons of energy-efficiency (GPU or many-core, but also for the CPU)
 ● expertise accumulated is very valuable (and transferable) to multicore CPUs
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 Summary & Conclusions
 Outlook and take home:
 ● our investigations are focused on directly programming the GPU (CUDA kernels)
 ● consider also high-level approaches for GPU : e.g. Matlab, PyCUDA, domain-specific libraries, existing GPU applications, ...
 ● performance (GPUs with CUDA) vs. programmability (GPUs with OpenACC, MIC)
 ● Intel Xeon continues to be a powerful CPU processor line: AVX2, more cores, …
 … and might eventually converge with the Xeon Phi line (wider SIMD, more cores, ...)
 ● the TFlop/s performances are measured with DGEMM (10% are more realistic, also on CPUs)
 ● beware of single-core speedups and other marketing tricks !!!
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