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Formal Verification ofObstacle Avoidance andNavigation of Ground Robots
 International Journal of RoboticsXX(X):1–35c�The Author(s) 2016
 Reprints and permission:sagepub.co.uk/journalsPermissions.navDOI: 10.1177/ToBeAssignedwww.sagepub.com/
 Stefan Mitsch1, Khalil Ghorbal1,2, David Vogelbacher1,3 and Andre Platzer1
 AbstractThis article answers fundamental safety questions for ground robot navigation: Under which circumstances doeswhich control decision make a ground robot safely avoid obstacles? Unsurprisingly, the answer depends on the exactformulation of the safety objective as well as the physical capabilities and limitations of the robot and the obstacles.Because uncertainties about the exact future behavior of a robot’s environment make this a challenging problem, weformally verify corresponding controllers and provide rigorous safety proofs justifying why they can never collide withthe obstacle in the respective physical model. To account for ground robots in which different physical phenomenaare important, we analyze a series of increasingly strong properties of controllers for increasingly rich dynamics andidentify the impact that the additional model parameters have on the required safety margins.We analyze and formally verify: (i) static safety, which ensures that no collisions can happen with stationary obstacles,(ii) passive safety, which ensures that no collisions can happen with stationary or moving obstacles while the robotmoves, (iii) the stronger passive friendly safety in which the robot further maintains sufficient maneuvering distancefor obstacles to avoid collision as well, and (iv) passive orientation safety, which allows for imperfect sensor coverageof the robot, i. e., the robot is aware that not everything in its environment will be visible. We formally prove that safetycan be guaranteed despite sensor uncertainty and actuator perturbation. We complement these provably correctsafety properties with liveness properties: we prove that provably safe motion is flexible enough to let the robotnavigate waypoints and pass intersections. In order to account for the mixed influence of discrete control decisionsand the continuous physical motion of the ground robot, we develop corresponding hybrid system models and usedifferential dynamic logic theorem proving techniques to formally verify their correctness. Since these models identifya broad range of conditions under which control decisions are provably safe, our results apply to any control algorithmfor ground robots with the same dynamics. As a demonstration, we, thus, also synthesize provably correct runtimemonitor conditions that check the compliance of any control algorithm with the verified control decisions.
 Keywordsprovable correctness, obstacle avoidance, ground robot, navigation, hybrid systems, theorem proving
 Introduction
 Autonomous ground robots are increasingly promisingas consumer products, ranging from today’s autonomoushousehold appliances Fiorini and Prassler (2000) to thedriverless cars of the future being tested on public roadsa.With the robots leaving the tight confounds of a labor a locked-off industrial production site, robots face anincreased need for ensuring safety, both for the sake ofthe consumer and the manufacturer. At the same time, lesstightly structured environments outside a limited-accessfactory increase the flexibility and uncertainty of whatother agents may do. This complicates the safety question,because it becomes even harder to achieve sufficientlyexhaustive coverage of all possible behaviors.
 Since the design of robot control algorithms is subjectto many considerations and tradeoffs, the most usefulsafety results provide a broad characterization of the
 1 Computer Science Department, Carnegie Mellon University,Pittsburgh, USA2Current address: INRIA, Rennes, France3Current address: Karlsruhe Institute of Technology, Germany
 Corresponding author:Stefan Mitsch, Computer Science Department, Carnegie MellonUniversity, 5000 Forbes Ave, Pittsburgh, PA 15213, USAEmail: [email protected]
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2 International Journal of Robotics XX(X)
 set of control decisions that are safe in each of thestates of the system. The control algorithms can thenoperate freely within the safe set of control decisionsto optimize considerations such as reaching a goal orachieving secondary objectives without having to worryabout safety. The resulting characterization of safe controlactions serves as a “safety net” underneath any controlalgorithm, which isolates the safety question and providesstrong safety guarantees for any ground robot following therespective physical dynamics.
 One of the most important and challenging safetyconsiderations in mobile robotics is to ensure that therobot does not collide with any obstacles Bouraine et al.(2012); Taubig et al. (2012); Wu and How (2012). Whichcontrol actions are safe under which circumstance cruciallydepends on the physical capabilities and limitations ofthe robot and moving obstacles in the environment. Italso crucially depends on the exact formulation of thesafety criterion, of which there are many for mobile robotsMacek et al. (2009). We capture the former in a physicalmodel describing the differential equations of continuousmotion of a ground robot as well as a description of whatdiscrete control actions can be chosen. This mix of discreteand continuous dynamics leads to a hybrid system. Thesafety criteria are formalized unambiguously in differentialdynamic logic dL Platzer (2008, 2012a, 2017).
 In order to justify the safety of the so-identified setof control decisions in the respective physical model,we formally verify the resulting controller and providea rigorous proof in the dL theorem prover KeYmaera XFulton et al. (2015). This proof provides undeniablemathematical evidence for the safety of the controllers,reducing safety of the robot to the question whether theappropriate physical model has been chosen for the robotand its environment. Due to the uncertainties in the exactbehavior of the robot and the agents in its environment, arange of phenomena are important in the models.
 We consider a series of models with static obstacles atfixed positions, dynamic obstacles moving with boundedvelocities, sensors with limited field of vision, sensoruncertainties, and actuator disturbances. We identify theinfluence of each of those on the required design of safecontrollers. We also consider a series of safety criteria thataccount for the specific features of these models, since oneof the subtle conceptual difficulties is what safety evenmeans for an autonomous robot. We would want it to bealways collision-free, but that requires other vehicles to bereasonable, e. g., not actively try to run into our robot whenit is just stopped in a corner. One way of doing that is toassume stringent constraints on the behavior of obstaclesLoos et al. (2011); Bouraine et al. (2012).
 In this article, we refrain from doing so and allowobstacles with an arbitrary continuous motion respecting a
 known upper bound on their velocity. Then our robot is safe,intuitively, if no collision can ever happen where the robot isto blame. For static obstacles, the situation is easy, becausethe robot is to blame for every collision that happens, soour safety property and its proof show that the robot willnever collide with any static obstacle (static safety). Fordynamic obstacles, safety is subtle, because other movingagents might actively try to ruin safety and cause collisionseven if our robot did all it could to prevent them. Weanalyze passive safety Macek et al. (2009), which requiresthat the robot does not actively collide, i. e., collisions onlyhappen when a moving obstacle ran into the robot while therobot was stopped. Our proofs guarantee passive safety withminimal assumptions about obstacles. The trouble withpassive safety is that it still allows the robot to stop in unsafeplaces, creating unavoidable collision situations in whichan obstacle has no control choices left that would preventa collision. Passive friendly safety Macek et al. (2009)addresses this challenge with more careful robot decisionsthat respect the dynamic limitations of moving obstacles(e. g., their braking capabilities). A passive-friendly robotnot only ensures that it is itself able to stop before a collisionoccurs, but it also maintains sufficient maneuvering roomfor obstacles to avoid a collision as well. Finally, weintroduce passive orientation safety, which restricts theresponsibility of the robot to avoid collisions to only parts ofthe robot’s surroundings (e. g., the robot is responsible forcollisions with obstacles to its front and sides, but obstaclesare responsible when hitting the robot from behind). Wecomplement these safety notions with liveness proofs toshow that our provably safe controllers are flexible enoughto let the robot navigate waypoints and cross intersections.
 All our models use symbolic bounds so our proofs holdfor all choices of the bounds. As a result, we can accountfor uncertainty in several places (e. g., by instantiatingupper bounds on acceleration or time with values includinguncertainty). We show how further uncertainty that cannotbe attributed to such bounds (in particular locationuncertainty, velocity uncertainty, and actuator uncertainty)can be modeled and verified explicitly.
 The class of control algorithms we consider is inspiredby the dynamic window algorithm Fox et al. (1997), butis equally significant for other control algorithms whencombining our results of provable safety with verifiedruntime validation Mitsch and Platzer (2016). Unlikerelated work on obstacle avoidance (e. g., Althoff et al.(2012); Pan et al. (2012); Taubig et al. (2012); Sewardet al. (2007); van den Berg et al. (2011)), we use hybridsystem models and verification techniques that describe andverify the robot’s discrete control choices along with itscontinuous, physical motion.
 In summary, our contributions are (i) hybrid systemmodels of navigation and obstacle avoidance control
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 algorithms of robots, (ii) safety proofs that guaranteestatic safety, passive safety, passive friendly safety, andpassive orientation safety in the presence of stationary andmoving obstacles despite sensor uncertainty and actuatorperturbation, and (iii) liveness proofs that the safetymeasures are flexible enough to allow the robot to reacha goal position and pass intersections. The models andproofs of this article are availableb in the theorem proverKeYmaera X Fulton et al. (2015) unless otherwise noted.They are also cross-verified with our previous proverKeYmaera Platzer and Quesel (2008). This article extendsour previous safety analyses Mitsch et al. (2013) withorientation safety for less conservative driving, as well aswith liveness proofs to guarantee progress. In order totake the vagaries of the physical environment into account,these guarantees are for hybrid system models that includediscrete control decisions, reaction delays, differentialequations for the robot’s physical motion, bounded sensoruncertainty, and bounded actuator perturbation.
 Related WorkIsabelle has recently been used to formally verify that aC program implements the specification of the dynamicwindow algorithm Taubig et al. (2012). We complementsuch effort by formally verifying the correctness of thedynamic window algorithm while considering continuousphysical motion.
 PASSAVOID Bouraine et al. (2012) is a navigationscheme designed to operate in unknown environmentsby stopping the robot before it collides with obstacles(passive safety). The validation was however only basedon simulations. In this work, we provide formal guaranteeswhile proving the stronger passive friendly safety ensuringthat the robot does not create unavoidable collisionsituations by stopping in unsafe places.
 Wu and How (2012) assume unpredictable behavior forobstacles with known forward speed and maximum turnrate. The robot’s motion is however explicitly excludedfrom their work which differs from the models we prove.
 We generalize the safety verification of straight linemotions Loos et al. (2011); Mitsch et al. (2012) and thetwo-dimensional planar motion with constant velocity Looset al. (2013a); Platzer and Clarke (2009) by allowingtranslational and rotational accelerations.
 Pan et al. (2012) proposes a method to smooththe trajectories produced by sampling-based planners ina collision-free manner. Our article proves that suchtrajectories are indeed safe when considering the controlchoices of a robot and its continuous dynamics.
 LQG-MP van den Berg et al. (2011) is a motionplanning approach that takes into account the sensors,controllers, and motion dynamics of a robot while workingwith uncertain information about the environment. The
 approach attempts to select the path that decreases thecollision probability. Althoff et al. (2012) use a probabilisticapproach to rank trajectories according to their collisionprobability. They propose a collision cost metric to refinethe ranking based on the relative speeds and massesof the collision objects. Seward et al. (2007) try toavoid potentially hazardous situations by using PartiallyObservable Markov Decision Processes. Their focus,however, is on a user-definable trade-off between safetyand progress towards a goal. Safety is not guaranteed underall circumstances. We rather focus on formally provingcollision-free motions under reasonable assumptions of theenvironment.
 It is worth noting that formal methods were also used forother purposes in the hybrid systems context. For instance,in Plaku et al. (2009, 2013), the authors combine modelchecking and motion planning to efficiently falsify a givenproperty. Such lightweight techniques could be used toincrease the trust in the model but are not designed to provethe property. LTLMoP Sarid et al. (2012) enables the userto specify high-level behaviors (e. g., visit all rooms) whenthe environment is continuously updated. The approachsynthesizes plans, expressed in linear temporal logic, ofa hybrid controller, whenever new map information isdiscovered while preserving the state and task completionhistory of the desired behavior. In a similar vein, theautomated synthesis of controllers restricted to straight-line motion and satisfying a given property formalized inlinear temporal logic has been recently explored in Kress-Gazit et al. (2009), and adapted to discrete-time dynamicalsystems in Wolff et al. (2014). Karaman and Frazzoli (2012)explore optimal trajectory synthesis from specifications indeterministic µ-calculus.
 Preliminaries: Differential Dynamic LogicA robot and the moving obstacles in its environment forma hybrid system: they make discrete control choices (e. g.,compute the actuator set values for acceleration, braking,or steering), which in turn influence their actual physicalbehavior (e. g., slow down to a stop, move along a curve).In test-driven approaches, simulators or field tests provideinsight into the expected physical effects of the controlcode. In formal verification, hybrid systems provide jointmodels for both discrete and continuous behavior, sinceverification of either component alone does not capturethe full behavior of a robot and its environment. In thissection, we first give an overview of the relationshipbetween testing, simulation, and formal verification, beforewe introduce the syntax and semantics of the specificationlanguage that we use for formal verification.
 b
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 Testing, Simulation, and Formal VerificationTesting, simulation, and formal verification complementeach other. Testing helps to make a system robust underreal-world conditions, whereas simulation lets us executea large number of tests in an inexpensive manner (atthe expense of a loss of realism). Both, however, showcorrectness for the finitely many tested scenarios only.Testing and simulation discover the presence of bugs, butcannot show their absence. Formal verification, in contrast,provides precise and undeniable guarantees for all possibleexecutions of the modeled behavior. Formal verificationeither discovers bugs if present, or shows the absence ofbugs in the model, but, just like simulation, cannot showwhether or not the model is realistic. In Section Monitoringfor Compliance At Runtime, we will see how we canuse runtime monitoring to bridge both worlds. Testing,simulation, and formal verification all base on similaringredients, but apply different levels of rigor as follows.
 Software. Testing and simulation run a specific controlalgorithm with specific parameters (e. g., run a specificversion of an obstacle avoidance algorithm with maximumvelocity V = 2m/s). Formal verification can specifysymbolic parameters and nondeterministic inputs andeffects and, thereby, capture entire families of algorithmsand many scenarios at once (e. g., verify all velocities 0 v V for any maximum velocity V � 0 at once).
 Hardware and physics. Testing runs a real robot in areal environment. Both simulation and formal verification,in contrast, work with models of the hardware and physicsto provide sensor values and compute how softwaredecisions result in real-world effects.
 Requirements. Testing and simulation can work withinformal or semi-formal requirements (e. g., a robot shouldnot collide with obstacles, which leaves open the questionwhether a slow bump is considered a collision or not).Formal verification uses mathematically precise formalrequirements expressed as a logical formula (without anyambiguity in their interpretation distinguishing preciselybetween correct behavior and faults).
 Process. In testing and simulation, requirements areformulated as test conditions and expected test outcomes.A test procedure then runs the robot several times underthe test conditions and one manually compares the actualoutput with the expected outcome (e. g., run the robot indifferent spaces, with different obstacles, various softwareparameters, and different sensor configurations to seewhether or not any of the runs fail to avoid obstacles). Thetest protocol serves as correctness evidence and needs tobe repeated when anything changes. In formal verification,the requirements are formulated as a logical formula. Atheorem prover then creates a mathematical proof showingthat all possible executions—usually infinitely many—of
 the model are correct (safety proof), or showing that themodel has a way to achieve a goal (liveness proof). Themathematical proof is the correctness certificate.
 Differential Dynamic LogicThis section briefly explains the language that we use forformal verification. It explains hybrid programs, whichis a program notation for describing hybrid systems,and differential dynamic logic dL Platzer (2008, 2010a,2012a, 2017), which is the logic for specifying andverifying correctness properties of hybrid programs. Hybridprograms can specify how a robot and obstacles in theenvironment make decisions and move physically. Withdifferential dynamic logic we specify formally whichbehavior of a hybrid program is considered correct. dLallows us to make statements that we want to be true forall runs of a hybrid program (safety) or for at least one run(liveness).
 One of the many challenges of developing robots is thatwe do not know the behavior of the environment exactly.For example, a moving obstacle may or may not slow downwhen our robot approaches it. In addition to programmingconstructs familiar from other languages (e. g., assignmentsand conditional statements), hybrid programs, therefore,provide nondeterministic operators that allow us to describesuch unknown behavior of the environment concisely.These nondeterministic operators are also useful to describeparts of the behavior of our own robot (e. g., we may notbe interested in the exact value delivered by a positionsensor, but only that it is within some error range), whichthen corresponds to verifying an entire family of controllersat once. Using nondeterminism to model our own robothas the benefit that later optimization (e. g., mount a bettersensor or implement a faster algorithm) does not necessarilyrequire re-verification since variations are already covered.
 Table 1 summarizes the syntax of hybrid programstogether with their informal semantics. Many of theoperators will be familiar from regular expressions, but thediscrete and continuous operators are crucial to describerobots. A common and useful assumption when workingwith hybrid systems is that time only passes in differentialequations, but discrete actions do not consume time(whenever they do consume time, it is easy to transform themodel to reflect this just by adding explicit extra delays).
 We now briefly describe each operator with an example.Assignment x := ✓ instantaneously assigns the value ofthe term ✓ to the variable x (e. g., let the robot choosemaximum braking). Nondeterministic assignment x := ⇤assigns an arbitrary real value to x (e. g., an obstacle maychoose any acceleration, we do not know which valueexactly). Sequential composition ↵;� says that � startsafter ↵ finishes (e. g., a := 3; r := ⇤ first let the robotchoose acceleration to be 3, then choose any steering angle).
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 Table 1. Hybrid program representations of hybrid systems.
 Statement Effect
 x := ✓ assign current value of term ✓ to variable x(discrete assignment)
 x := ⇤ assign arbitrary real number to variable x↵; � sequential composition, first run ↵, then �↵ [ � nondeterministic choice, follow either ↵
 or �↵⇤ nondeterministic repetition repeats ↵ any
 n � 0 number of times?F check that a condition F holds in the
 current state, and abort run if it does not�x01 = ✓1, . . . ,
 x0n
 = ✓n
 & Q�
 evolve xi
 along differential equation sys-tem x0
 i
 = ✓i
 for any amount of timerestricted to maximum evolution domain Q
 The nondeterministic choice ↵ [ � follows either ↵ or� (e. g., the obstacle may slow down or speed up). Thenondeterministic repetition operator ↵⇤ repeats ↵ zero ormore times (e. g., the robot may encounter obstacles overand over again, or wants to switch between the optionsof a nondeterministic choice, but we do not know exactlyhow often). The continuous evolution x0
 = ✓ & Q evolvesx along the differential equation x0
 = ✓ for any arbitraryamount of time within the evolution domain Q (e. g., thevelocity of the robot decreases along v0 = �b & v � 0
 according to the applied brakes �b, but does not becomenegative since hitting the brakes won’t make the robot drivebackwards). The test ?F checks that the formula F holds,and aborts the run if it does not (e. g., test whether thedistance to an obstacle is large enough to continue driving).Other nondeterministic choices may still be possible ifone run fails, which explains why an execution of hybridprograms with backtracking is a good intuition.
 A typical pattern with nondeterministic assignment andtests is to limit the assignment of arbitrary values to knownbounds (e. g., limit an arbitrarily chosen acceleration tothe physical limits of the robot, as in a := ⇤; ?(a A),which says a is any value less or equal A). Another usefulpattern is a nondeterministic choice with complementarytests (?P ;↵) [ (?¬P ;�), which models an if-then-elsestatement if (P ) ↵ else �.
 The dL formulas can be formed according to thefollowing grammar (where ⇠ is any comparison operatorin {<,,=,�, >, 6=} and ✓1, ✓2 are arithmetic expressionsin +,�, ·, / over the reals):
 � ::= ✓1 ⇠ ✓2 | ¬� | � ^ | � _ | �! |8x� | [↵]� | h↵i�
 Further operators, such as Euclidean norm k✓k andinfinity norm k✓k1 of a vector ✓, are definable from these.The formula [↵]� is true in a state if and only if all runsof hybrid program ↵ from that state lead to states in which
 formula � is true. The formula h↵i� is true in a state if andonly if there is at least one run of hybrid program ↵ to astate in which formula � is true.
 In particular, dL formulas of the form F ! [↵]G meanthat if F is true in the initial state, then all executions ofthe hybrid program ↵ only lead to states in which formulaG is true. Dually, formula F ! h↵iG expresses that if F istrue in the initial state then there is a state reachable by thehybrid program ↵ that satisfies formula G.
 Proofs in Differential Dynamic LogicDifferential dynamic logic comes with a verificationtechnique to prove correctness properties Platzer (2008,2010a, 2012a, 2017). The underlying principle behinda proof in dL is to symbolically decompose a largehybrid program into smaller and smaller pieces until theremaining formulas no longer contain the actual programs,but only their logical effect. For example, the effect ofa simple assignment x := 1 + 1 in a proof of formula[x := 1 + 1]x = 2 results in the proof obligation 1 + 1 = 2.The effects of more complex programs may of course notbe as obviously true. Still, whether or not these remainingformulas in real arithmetic are valid is decidable by aprocedure called quantifier elimination Collins (1975).
 Proofs in dL consist of three main aspects: (i) findinvariants for loops and differential equations, (ii) sym-bolically execute programs to determine their effect, andfinally (iii) verify the resulting real arithmetic with externalsolvers for quantifier elimination. High modeling fidelitybecomes expensive in the arithmetic parts of the proof,since real arithmetic is decidable but of high complexityDavenport and Heintz (1988). As a result, proofs of high-fidelity models may require arithmetic simplifications (e.g.,reduce the number of variables by abbreviating complicatedterms, or by hiding irrelevant facts) before calling externalsolvers.
 The reasoning steps in a dL proof are justified by dLaxioms. The equivalence axiom [↵ [ �]�[↵ [ �]�
 [↵ [ �]�$ [↵]� ^ [�]�,for example, allows us to prove safety about a programwith a nondeterministic choice ↵ [ � by instead provingsafety of the program ↵ in [↵]� and separately provingsafety of the program � in [�]�. Reducing all occurrences of[↵ [ �]� to corresponding conjunctions [↵]� ^ [�]�, whichare handled separately, successively decomposes safetyquestions for a hybrid program of the form ↵ [ � into safetyquestions for simpler subsystems.
 The theorem prover KeYmaera X Fulton et al. (2015)implements a uniform substitution proof calculus fordL Platzer (2017) that checks all soundness-critical sideconditions during a proof. KeYmaera X also providessignificant automation by bundling axioms into largertactics that perform multiple reasoning steps at once. Forexample, when proving safety of a program with a loop
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 A ! [↵⇤]S, a tactic for loop induction tries to find a
 loop invariant J to split the proof into three separate,smaller pieces: one branch to show that the invariant istrue in the beginning (A ! J), one branch to show thatrunning the program ↵ without loop once preserves theinvariant (J ! [↵]J), and another branch to show that theinvariant is strong enough to guarantee safety (J ! S).If an invariant J cannot be found automatically, userscan still provide their own guess or knowledge about Jas input to the tactic. Differential invariants provide asimilar inductive reasoning principle for safety proofs aboutdifferential equations (A ! [x0
 = ✓]S) without requiringsymbolic solutions, so they can be used to prove propertiesabout non-linear differential equations, such as for robots.Differential invariants can be synthesized for certain classesof differential equations Sogokon et al. (2016).
 The tactic language Fulton et al. (2017) of KeYmaera Xcan also be used by users for scripting proofs toprovide human guidance when necessary. We performed allproofs in this paper in the verification tool KeYmaera XFulton et al. (2015) and/or its predecessor KeYmaeraPlatzer and Quesel (2008). While all our proofs shipwith KeYmaera, we provide all but one proof alsoin its successor KeYmaera X, which provides rigorousverification from a small soundness-critical core, comeswith high-assurance correctness guarantees from cross-verification results Bohrer et al. (2017) in the theoremprovers Isabelle and Coq, and enables us to providesuccinct tactics that produce the proofs and facilitate easierreuse of our verification results. Along with the factthat KeYmaera X supports hybrid systems with nonlineardiscrete jumps and nonlinear differential equations, theseadvantages make KeYmaera X more readily applicable torobotic verification than other hybrid system verificationtools. SpaceEx Frehse et al. (2011), for example, focuseson (piecewise) linear systems. KeYmaera X implementsautomatic proof strategies that decompose hybrid systemssymbolically. This compositional verification principlehelps scaling up verification, because KeYmaera X verifiesa big system by verifying properties of subsystems. Strongtheoretical properties, including relative completeness, havebeen shown for dL Platzer (2008, 2012b, 2017).
 Preliminaries: Obstacle Avoidance with theDynamic Window Approach
 The robotics community has come up with an impressivevariety of robot designs, which differ not only in theirtool equipment, but also (and more importantly for thediscussion in this article) in their kinematic capabilities.This article focuses on wheel-based ground vehicles. Inorder to make our models applicable to a large variety ofrobots, we use only limited control options (e. g., do not
 move sideways to avoid collisions since Ackermann drivecould not follow such evasion maneuvers). We considerrobots that drive forward (non-negative translationalvelocity) in sequences of arcs in two-dimensional space. Ifthe radius of such a circle is large, the robot drives (forward)on an approximately straight line. Such trajectories can berealized by robots with single-wheel drive, differential drive(wheels may rotate in opposite directions), Ackermanndrive (front wheels steer), synchro-drive (all wheels steer),or omni-directional drive (wheels rotate in any direction)Braunl (2006). In a nutshell, in order to stay on the safe side,our models conservatively underestimate the capabilities ofour robot while conservatively overestimating the dynamiccapabilities of obstacles.
 Many different navigation and obstacle avoidancealgorithms have been proposed for such robots, e. g.dynamic window Fox et al. (1997), potential fields Khatib(1985), or velocity obstacles Fiorini and Shiller (1998).For an introduction to various navigation approaches formobile robots, see Bonin-Font et al. (2008); Choset et al.(2005). The inspiration for the algorithm we consider inthis article is the dynamic window algorithm Fox et al.(1997), which is derived from the motion dynamics of therobot and thus discusses all aspects of a hybrid system(models of discrete and continuous dynamics). But othercontrol algorithms including path planners based on RRTLaValle and Kuffner (2001) or A⇤ Hart et al. (1968) arecompatible with our results when their control decisions arechecked with a runtime verification approach Mitsch andPlatzer (2016) against the safety conditions we identify forthe motion here.
 The dynamic window algorithm is an obstacle avoidanceapproach for mobile robots equipped with synchro driveFox et al. (1997) but can be used for other drives tooBrock and Khatib (1999). It uses circular trajectoriesthat are uniquely determined by a translational velocity vtogether with a rotational velocity !, see Section Robotand Obstacle Motion Model below for further details.The algorithm is organized into two steps: (i) Therange of all possible pairs of translational and rotationalvelocities is reduced to admissible ones that resultin safe trajectories (i. e., avoid collisions since thosetrajectories allow the robot to stop before it reachesthe nearest obstacle) as follows (Fox et al. 1997, (14)):Va
 =
 �(v,!) | v
 p2dist(v,!)v0
 b
 ^ ! p2dist(v,!)!0
 b
 This definition of admissible velocities, however, neglectsthe reaction time of the robot. Our proofs reveal theadditional safety margin that is entailed by the reactiontime needed to revise decisions. The admissible pairsare further restricted to those that can be realized bythe robot within a short time frame t (the dynamicwindow) from current velocities v
 a
 and !a
 to accountfor acceleration effects despite assuming velocity to be a
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 piecewise constant function in time (Fox et al. 1997, (15)):Vd
 ={(v,!) | v 2 [va
 � v0t, va
 + v0t]^ ! 2 [!
 a
 � !0t,!a
 + !0t]}. Our models, instead,control acceleration and describe the effect on velocity indifferential equations. If the set of admissible and realizablevelocities is empty, the algorithm stays on the previoussafe curve (such curve exists unless the robot started in anunsafe state). (ii) Progress towards the goal is optimized bymaximizing a goal function among the set of all admissiblecontrols. For safety verification, we can omit step (ii)and verify the stronger property that all choices fed intothe optimization are safe. Even if none is identified, theprevious safe curve can still be continued.
 Robot and Obstacle Motion ModelThis section introduces the robot and obstacle motionmodels that we are using throughout the article. Table 2summarizes the model variables and parameters of both therobot and the obstacle for easy reference. In the followingsubsections, we illustrate their meaning in detail.
 Robot State and MotionThe dynamic window algorithm safely abstracts the robot’sshape to a single point by increasing the (virtual) shapes ofall obstacles correspondingly (cf. Minguez et al. (2006) foran approach to attribute robot shape to obstacles). We alsouse this abstraction to reduce the verification complexity.Fig. 1 illustrates how we model the position p, orientationd, and trajectory of a robot.
 The robot has state variables describing its current posi-tion p = (p
 x
 , py
 ), translational velocity s � 0, translationalacceleration a, orientation vectorc d = (cos ✓, sin ✓), andangular velocityd ✓0 = !. The translational and rotationalvelocities are linked w.r.t. the rigid body planar motion by
 Table 2. Parameters, state variables of robot and obstacle
 2D Description
 p (px
 , py
 ) Position of the robots Translational speeda Translational acceleration, s.t. �b a A! Rotational velocity, s.t. !r = sd (d
 x
 , dy
 ) Orientation of the robot, s.t. kdk = 1
 c (cx
 , cy
 ) Curve center, s.t. d = (p� c)?
 r Curve radius, s.t. r = kp� cko (o
 x
 , oy
 ) Position of the obstaclev (v
 x
 , vy
 ) Translational velocity, including orientation,s.t. kvk V
 A Maximum acceleration A � 0
 b Minimum braking b > 0
 " Maximum control loop reaction delay " > 0
 V Maximum obstacle velocity V � 0
 ⌦ Maximum rotational velocity ⌦ � 0
 (cx
 , cy
 ) = c
 (px
 , py
 ) = p
 p after time "
 r = kp� ck
 trajectory (length s")
 d = (dx
 , dy
 )
 !"
 dx
 = cos ✓
 sin ✓ = dy
 Figure 1. State illustration of a robot on a two-dimensionalplane. The robot has position p = (p
 x
 , py
 ), orientationd = (d
 x
 , dy
 ), and drives on circular arcs (thick arc) of radius rwith translational velocity s, rotational velocity ! and thusangle !" around curve center points c = (c
 x
 , cy
 ). In time " therobot will reach a new position p, which is s" away from theinitial position p when measured along the robot’s trajectoryarc.
 the formula r! = s, where the curve radius r = kp� ckis the distance between the robot and the center of itscurrent curve c = (c
 x
 , cy
 ). The usual modeling approachwith angle ✓ and trigonometric functions sin ✓ and cos ✓ todetermine the position along a curve, however, results inundecidable arithmetic. Instead, we encode sine and cosinefunctions in the dynamics using the extra variables d
 x
 =
 cos ✓ and dy
 = sin ✓ by differential axiomatization Platzer(2010b). The continuous dynamics for the dynamic windowalgorithm Fox et al. (1997) can, thus, be described by thedifferential equation system of ideal-world dynamics of theplanar rigid body motion:
 p0 = sd, s0 = a, d0 = !d?, (r!)0 = a
 where
 • p0 = sd represents p0x
 = sdx
 , p0y
 = sdy
 in vectorialnotation,
 • the condition d0 = !d? is vector notation for therotational dynamics d0
 x
 = �!dy
 , d0y
 = !dx
 where ?
 is the orthogonal complement, and• the condition (r!)0 = a encodes the rigid body
 planar motion r! = s that we consider.
 The dynamic window algorithm assumes piecewiseconstant velocity s between decisions despite accelerating,which is physically unrealistic. We, instead, controlacceleration a and do not perform instant changes of thevelocity. Our model is closer to the actual dynamics of arobot. The realizable velocities follow from the differentialequation system according to the controlled acceleration a.
 We assume bounds for the permissible acceleration a interms of a maximum acceleration A � 0 and braking power
 cAs stated earlier, we study unidirectional motion: the robot moves alongits direction, that is the vector d gives the direction of the velocity vector.dThe derivative with respect to time is denoted by prime (0).
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 b > 0, as well as a bound ⌦ on the permissible rotationalvelocity !. We use " to denote the upper bound for thecontrol loop time interval (e. g., sensor and actuator delays,sampling rate, and computation time). That is, the robotmight react quickly, but it can take no longer than time "to react. The robot would not be safe without such a timebound, because its control might then never run. In ourmodel, all these bounds will be used as symbolic parametersand not concrete numbers. Therefore, our results applyto all values of these parameters and can be enlarged toinclude uncertainty.
 Obstacle State and MotionAn obstacle has (vectorial) state variables describing itscurrent position o = (o
 x
 , oy
 ) and velocity v = (vx
 , vy
 ).The obstacle model is deliberately liberal to account formany different obstacle behaviors. The only restrictionabout the dynamics is that the obstacle moves continuouslywith bounded velocity kvk V while the physical systemevolves for " time units. The original dynamic windowalgorithm considers the special case of V = 0 (obstaclesare stationary). Depending on the relation of V to ", movingobstacles can make quite a difference, e. g., when other fastrobots or the soccer ball meet slow communication-basedvirtual sensors as in RoboCup.e
 Safety Verification of Ground Robot MotionWe want to prove motion safety of a robot whose controllertries to avoid obstacles. Starting from a simplified robotcontroller, we develop increasingly more realistic models,and discuss different safety notions. Static safety describes avehicle that never collides with stationary obstacles. Passivesafety Macek et al. (2009) considers a vehicle to be safe ifno collisions happen while it moves (i. e., the vehicle doesnot itself collide with obstacles, so if a collision occurs atall then while the vehicle was stopped). The intuition is thatif collisions happen while our robot is stopped, then it mustbe the moving obstacle’s fault. Passive safety, however, putssome of the burden of avoiding collisions on other objects.We, thus, also prove the stronger passive friendly safetyMacek et al. (2009), which guarantees that our robot willcome to a stop safely under all circumstances and will leavesufficient maneuvering room for moving obstacles to avoida collision.f Finally, we prove passive orientation safety,which accounts for limited sensor coverage of the robot andits orientation to reduce the responsibility of the robot instructured spaces, such as on roads with lanes.
 Table 3 gives an overview of the safety notions (bothformally and informally) and the assumptions made aboutthe robot and the obstacle in our models. We consider allfour models and safety properties to show the differencesbetween the required assumptions and the safety guarantees
 that can be made. The verification effort and complexitydifference is quite instructive. Static safety provides astrong guarantee with a simple safety proof, because onlythe robot moves. Passive safety can be guaranteed byproving safety of all robot choices, whereas passive friendlysafety requires additional liveness proofs for the obstacle. Inthe following sections, we discuss models and verificationof the collision avoidance algorithm in detail.
 For the sake of clarity, we initially make the followingsimplifying assumptions to get an easier first model:
 A1 in its decisions, the robot will use maximum brakingor maximum acceleration, no intermediate controls,
 A2 the robot will not reverse its direction, but only drivesmooth curves in forward direction, and
 A3 the robot will not keep track of the center of the circlearound which its current trajectory arc is taking it, butchooses steering through picking a curve radius.
 In Section Refined Models for Safety Verification we willsee how to remove these simplifications again.
 The subsections are structured as follows: we first discussthe rationale behind the model (see paragraphs Modeling)and provide an intuition why the control choices in thismodel are safe (see paragraphs Identification of SafeControls). Finally, we formally verify the correctness ofthe model, i. e., use the model in a correctness theoremand summarize the proof that the control choices indeedguarantee the model to satisfy the safety condition (seeparagraphs Verification). Whether the model adequatelyrepresents reality is a complementary question that wediscuss in Section Monitoring for Compliance At Runtime.
 Static Safety with Maximum AccelerationIn environments with only stationary obstacles, static safetyensures that the robot will never collide.
 Modeling The prerequisite for obtaining a formal safetyresult is to first formalize the system model in addition to itsdesired safety property. We develop a model of the collisionavoidance algorithm as a hybrid program, and express staticsafety as a safety property in dL.
 As in the dynamic window algorithm, the collisionavoidance controller uses the distance to the nearestobstacle for every possible curve to determine admissiblevelocities (e. g., compute distances in a loop and pickthe obstacle with the smallest). Instead of modeling thealgorithm for searching the nearest obstacle and computing
 e
 http://www.robocup.org/
 fThe robot ensures that there is enough room for the obstacle to stopbefore a collision occurs. If the obstacle decides not to, then the obstacleis to blame and our robot is still considered safe.
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 Table 3. Overview of safety notions, responsibilities of the robot and its assumptions about obstacles
 Safety Responsibility of Robot Assumptions about Obstacles
 Static(Model 2)
 Positive distance to all stationary obstacles Obstacles remain stationary and never movekp� ok > 0 v = 0
 Safety (cf. Theorem 1, feasible initial conditions �ss): �ss ! [Model 2]�kp� ok > 0
 �
 Passive(Model 3)
 Positive distance to all obstacles while driving Known maximum velocity V of obstacless 6= 0 ! kp� ok > 0 0 v V
 Safety (cf. Theorem 2, feasible initial conditions �ps): �ps ! [Model 3]�s 6= 0 ! kp� ok > 0
 �
 PassiveFriendly(Model 4+5)
 Sufficient maneuvering space for obstacles Known maximum velocity V , minimum brakingcapability b
 o
 , and maximum reaction time ⌧s 6= 0 ! kp� ok > V
 2
 2bo
 + ⌧V 0 v V ^ bo
 > 0 ^ ⌧ � 0
 Safety (cf. Theorem 3, feasible initial conditions �pfs):robot retains space �pfs ! [Model 4]
 �s 6= 0 ! kp� ok > V
 2
 2bo
 + ⌧V�
 obstacles can avoid collision �pfs ^ s = 0 ^ kp� ok > V
 2
 2bo
 + ⌧V ! hModel 5i�kp� ok > 0 ^ v = 0
 �
 PassiveOrientation(Model 6)
 Positive distance to all obstacles while driving, unlessan invisible obstacle interfered with the robot while therobot cautiously stayed inside its observable region
 Known maximum velocity V of obstacles
 s 6= 0 !�kp� ok > 0
 _ (isVisible 0 ^ |�| < �)� 0 v V
 Safety (cf. Theorem 4): �pos ! [Model 6]⇣s 6= 0 ! kp� ok > 0 _ (isVisible 0 ^ |�| < �)
 ⌘
 its closest perimeter point explicitly, our model exploitsthe power of nondeterminism to model this concisely.It nondeterministically picks any obstacle o := (⇤, ⇤) andtests its safety. Since the choice of the obstacle toconsider was nondeterministic and the model is onlysafe if it is safe for all possible ways of selecting anyobstacle nondeterministically, this includes safety for theclosest perimeter point of the nearest obstacle (ties areincluded) and is thus safe for all possible obstacles. Explicitrepresentations of multiple obstacles will be considered inSection Arbitrary Number of Obstacles.
 In the case of non-point obstacles, o denotes the obstacleperimeter point that is closest to the robot (this fits naturallyto obstacle point clouds delivered by radar and Lidarsensors, from which the closest point on the arc will bechosen). In each controller run of the robot, the positiono is updated nondeterministically (to consider any obstacleincluding the ones that now became closest). In this process,the robot may or may not discover a new safe trajectory. Ifit does, the robot can follow that new safe trajectory w.r.t.any nondeterministically chosen obstacle. If not, the robotcan still brake on the previous trajectory, which was shownto be safe in the previous control cycle for any obstacle,including the obstacle chosen in the current control cycle.
 Model 1 summarizes the robot controller, which isparameterized with a drive action and a condition safeidentifying when it is safe to take this drive action. The
 formula safe is responsible for selecting control choices thatkeep the robot safe when executing control action drive.
 Model 1 Parametric robot controller model
 ctrlr
 (drivedrivedrive, safesafesafe) ⌘(a :=�b) (1)
 [ (?(s = 0); a := 0; ! := 0) (2)[ (drivedrivedrive; ! := ⇤; ?(�⌦ ! ⌦); (3)
 r := ⇤; o := (⇤, ⇤); ?(curve ^ safesafesafe)) (4)curve ⌘ r 6= 0 ^ r! = s (5)
 The robot is allowed to brake at all times since theassignment that assigns full braking to a in (1) has notest. If the robot is stopped (s = 0), it may choose to stayin its current spot without turning, cf. (2). Finally, if it issafe to accelerate, which is what formula parameter safedetermines, then the robot may choose a new safe curve inits dynamic window. That is, it performs action drive (e.g.maximum acceleration) and chooses any rotational velocityin the bounds, cf. (3) and computes the correspondingradius r according to the condition (5). This correspondsto testing all possible rotational velocity values at the sametime and choosing some that passes condition safe. Animplementation in an imperative language would use loopsto enumerate all possible values and all obstacles and test
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 each pair (s,!) separately w.r.t. every obstacle, storing theadmissible pairs in a data structure (as e. g., in Taubig et al.(2012)).
 obstacle o
 stopping areaaround robot p
 curve center c
 p� o
 Figure 2. Illustration of static safety: the robot must stopbefore reaching the closest obstacle on a curve (three ofinfinitely many curves illustrated). Obstacles with shapesreduce to single points by considering the perimeter point thatis closest to the robot.
 The curve is determined by the robot following a circulartrajectory of radius r with angular velocity ! startingin initial direction d, cf. (4). The trajectory starts at pwith translational velocity s and rotational velocity !,as defined by r! = s in (5). This condition ensures thatwe simultaneously pick an admissible angular velocity !according to (Fox et al. 1997, (14)) when choosing anadmissible velocity s. Together with the orientation d of therobot, which is tangential to the curve, this also implicitlycharacterizes the rotation center c; see Fig. 2. We willexplicitly represent the rotation center in Appendix PassiveSafety for Sharp Turns for more aggressive maneuvering.For starters, we only need to know how to steer by r.For the sake of clarity we restrict the study to circulartrajectories with non-zero radius (r 6= 0 so that the robotis not spinning on the spot). We do not include perfectlystraight lines in our model, but instead mimic the controlprinciple of a real robot that will control periodically toadjust for actuator perturbation and drift when trying todrive straight lines, so it suffices to approximate straight-line driving with large curve radii (r approaches infinity).The sign of the radius signifies if the robot follows the curvein clockwise (r < 0) or counter-clockwise direction (r >0). Since r 6= 0, the condition (r!)0 = a can be rewrittenas differential equation !0
 =
 a
 r
 . The distance to the nearestobstacle on that curve is measured by o := (⇤, ⇤) in (4).
 Model 2 represents the common controller-plant model:it repeatedly executes the robot control choices followedby dynamics, cf. (6). Recall that the arbitrary number ofrepetitions is indicated by the ⇤ at the end. The continuousdynamics of the robot from Section Robot and ObstacleMotion Model above is defined in (8)–(10) of Model 2.
 Identification of Safe Controls The most critical elementof Model 2 is the choice of the formula safess in (7) that
 Model 2 Dynamic window with static safety
 dwss ⌘�ctrl
 r
 (a :=A , safess); dynss�⇤ (6)
 safess ⌘ kp� ok1 >s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆(7)
 dynss ⌘ t := 0; {t0 = 1, p0 = sd, s0 = a, (8)
 d0 = !d?, !0=
 a
 r(9)
 & s � 0 ^ t "} (10)
 we chose for parameter safe. This formula is responsiblefor selecting control choices that keep the robot safe.While its ultimate justification will be the safety proof(Theorem 1), this section explains intuitively why we chosethe particular design in (7). Generating such conditions ispossible, see Quesel et al. (2016) for an approach how tophrase conjectures with unknown constraints in dL and usetheorem proving to discover constraints that make a formulaprovable.
 A circular trajectory of radius r ensures static safety if itallows the robot to stop before it collides with the nearestobstacle. Consider the extreme case where the radius r =
 1 is infinitely large and the robot, thus, travels on a straightline. In this case, the distance between the robot’s currentposition p and the nearest obstacle o must account forthe following components: First, the robot needs to beable to brake from its current velocity s to a completestop (equivalent to (Fox et al. 1997, (14)) characterizingadmissible velocities), which takes time s
 b
 and requiresdistance s
 2
 2b :
 s
 2
 2b =
 Zs/b
 0(s� bt)dt . (11)
 Second, it may take up to " time until the robot can takethe next control decision. Thus, we must take into accountthe distance that the robot may travel w.r.t. the maximumacceleration A and the distance needed for compensatingits acceleration of A during that reaction time with brakingpower b (compensating for the speed increase A" takes timeA"
 b
 ):
 �A
 b
 + 1
 � �A
 2 "2+ "s
 �=
 Z"
 0(s+At)dt
 +
 ZA"/b
 0(s+A"� bt)dt .
 (12)
 The safety distance chosen for safess in (7) of Model 2is the sum of the distances (11) and (12). The safety proofwill have to show that this construction was indeed safe and
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 that it is also safe for all other curved trajectories that theobstacle and robot could be taking in the model instead.
 To simplify the proof’s arithmetic, we measurethe distance between the robot’s position p and theobstacle’s position o in the infinity-norm kp� ok1,i. e., either |p
 x
 � ox
 | or |py
 � oy
 | must be safe. In theillustrations, this corresponds to replacing the circlesrepresenting reachable areas with outer squares. This over-approximates the Euclidean norm distance kp� ok2 =p(p
 x
 � ox
 )
 2+ (p
 y
 � oy
 )
 2 by a factor of at mostp2.
 Verification With the proof calculus of dL Platzer (2008,2012a, 2010a, 2017), we verify the safety of the controlalgorithm in Model 2. The robot is safe, if it maintainspositive distance kp� ok > 0 to (nondeterministic so any)obstacle o (see Table 3), i. e., it always satisfies:
 ss ⌘ kp� ok > 0 . (13)
 In order to guarantee ss always holds, the robot muststay at a safe distance, which still allows the robot tobrake to a complete stop before hitting any obstacle.The following condition captures this requirement as aninvariant 'ss that we prove to hold for all executions of theloop in (6):
 'ss ⌘ kp� ok >s2
 2b. (14)
 Formula (14) says that the robot and the obstacle are safelyapart. In this case, the safe distance in the loop invariantcoincides with (11), which describes the stopping distance.
 We prove that the property (13) holds for all executionsof Model 2 (so also all obstacles) under the assumptionthat we start in a state satisfying the symbolic parameterassumptions (A � 0, V � 0, ⌦ � 0, b > 0, and " > 0) aswell as the following initial conditions:
 �ss ⌘ s = 0 ^ kp� ok > 0 ^ r 6= 0 ^ kdk = 1 . (15)
 The first two conditions of the conjunction formalize thatthe robot is stopped at a safe distance initially. The thirdconjunct states that the robot is not spinning initially. Thelast conjunct kdk = 1 says that the direction d is a unitvector. Any other formula �ss implying invariant 'ss is asafe starting condition as well (e. g., driving with sufficientspace, so invariant 'ss itself).
 Theorem 1. Static safety. Robots following Model 2never collide with stationary obstacles as expressed by theprovable dL formula �ss ! [dwss] ss .
 Proof. We proved Theorem 1 for circular trajectories inKeYmaera X. The proof uses the invariant 'ss (14)for handling the loop. It uses differential cuts withdifferential invariants (16)–(20)—an induction principle fordifferential equations Platzer (2012c)—to prove propertiesabout dyn without requiring symbolic solutions.
 t � 0 (16)kdk = 1 (17)
 s = old(s) + at (18)
 �t⇣s� a
 2
 t⌘ p
 x
 � old(px
 ) t⇣s� a
 2
 t⌘
 (19)
 �t⇣s� a
 2
 t⌘ p
 y
 � old(py
 ) t⇣s� a
 2
 t⌘
 (20)
 The differential invariants capture that time progresses(16), that the orientation stays a unit vector (17), that thenew speed s is determined by the previous speed old(s)and the acceleration a (18) for time t, and that the robotdoes not leave the bounding square of half side lengtht(s� a
 2 t) around its previous position old(p) (19)–(20).The function old(·) is shorthand notation for an auxiliaryor ghost variable that is initialized to the value of · beforethe ODE.
 Passive Safety with Maximum AccelerationIn the presence of moving obstacles, collision freedom getssignificantly more involved, because, even if our robot isdoing the best it can, other obstacles could still actively tryto crash into it. Passive safety, thus, considers the robot safeif no collisions can happen while it is driving. The robot,thus, needs to be able to come to a full stop before makingcontact with any obstacle, see Fig. 3.
 obstacle reach areauntil robot stopped
 obstacle o
 stopping area robot p
 curvecenter c
 Figure 3. Illustration of passive safety: the area reachable bythe robot until it can stop must not overlap with the areareachable by the obstacle during that time.
 Intuitively, when every moving robot and obstaclefollows passive safety then there will be no collisions.Otherwise, if careless or malicious obstacles are movingin the environment, passive safety ensures that at least ourown robot is stopped so that collision impact is kept small.In this section, we will develop a robot controller thatprovably ensures passive safety. We remove the restrictionthat obstacles cannot move, but the robot and the obstaclewill decide on their next maneuver at the same time and theyare still subject to the simplifying assumptions A1–A3.
 Modeling We refine the collision avoidance controllerand model to include moving obstacles, and state its passive
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 Model 3 Dynamic window with passive safety
 dwps ⌘ (ctrlo; ctrlr(a :=A , safeps); dynps)⇤ (21)
 ctrloctrloctrlo ⌘ v := (⇤, ⇤); ?kvk V⌘ v := (⇤, ⇤); ?kvk V⌘ v := (⇤, ⇤); ?kvk V (22)
 safeps ⌘ kp� ok1 >s2
 2b+ V
 s
 bVs
 bVs
 b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+V+V+V )
 ◆(23)
 dynps ⌘ t := 0; {t0 = 1, p0o
 = vp0o
 = vp0o
 = v, p0r
 = sd, v0r
 = a, d0r
 = !d?, !0r
 =
 a
 r& s � 0 ^ t "} (24)
 safety property in dL. In the presence of moving obstaclesall obstacles must be considered and tested for safety.The main intuition here is that all obstacles will respect amaximum velocity V , so the robot is safe when it is safe forthe worst-case behavior of the nearest obstacle. Our modelagain exploits the power of nondeterminism to model thisconcisely by picking any obstacle o := (⇤, ⇤) and testing itssafety. In each controller run of the robot, the position o isupdated nondeterministically (which includes the ones thatare now closest because the robot and obstacles moved).If the robot finds a new safe trajectory, then it will followit (the velocity bound V ensures that all obstacles willstay more distant than the worst-case of the nearest onechosen nondeterministically). Otherwise, the robot will stopon the current trajectory, which was tested to be safe in theprevious controller decision.
 Model 3 follows a setup similar to Model 2. Thecontinuous dynamics of the robot and the obstacle aspresented in Section Robot and Obstacle Motion Modelabove are defined in (24) of Model 3.
 The control of the robot is executed after the control ofthe obstacle, cf. (21). Both robot and obstacle only writeto variables that are read in the dynamics, but not in thecontroller of the respective other agent. Therefore, we couldswap the controllers to ctrl
 r
 ; ctrlo
 , or use a nondeterministicchoice of (ctrl
 o
 ; ctrlr
 ) [ (ctrlr
 ; ctrlo
 ) to model independentparallel execution Muller et al. (2016). Fixing one specificordering ctrl
 o
 ; ctrlr
 reduces proof effort, because it avoidsbranching the proof into all the different possible executionorders (which in this case differ only in their intermediatecomputations but have the same effect on motion).
 The obstacle may choose any velocity in any directionup to the maximum velocity V assumed about obstacles(kvk V ), cf. (22). This uses the modeling patternfrom Section Preliminaries: Differential Dynamic Logic.We assign an arbitrary (two-dimensional) value to theobstacle’s velocity (v := (⇤, ⇤)), which is then restrictedby the maximum velocity with a subsequent test (?kvk V ). Overall, (22) allows obstacles to choose an arbitraryvelocity in any direction, but at most of speed V . Analyzingworst-case situations with a powerful obstacle that supports
 sudden direction and velocity changes is beneficial, sinceit keeps the model simple while it simultaneously allowsKeYmaera X to look for unusual corner cases.
 The robot follows the same control as in Model 2but includes differential equations for the obstacle. Themain difference to Model 2 is the safe condition (23),which now has to account for the fact that obstacles maymove according to (24) while the robot tries to avoidcollision. The difference of Model 3 compared to Model 2is highlighted in boldface.
 Identification of Safe Controls The most critical elementis again the formula safeps that control choices need tosatisfy in order to always keep the robot safe. We extendthe intuitive explanation from static safety to account forthe additional obstacle terms in (23), again considering theextreme case where the radius r = 1 is infinitely largeand the robot, thus, travels on a straight line. The robotmust account for the additional impact over the static safetymargin (12) from the motion of the obstacle. During thestopping time ("+ s+A"
 b
 ) entailed by (11) and (12), theobstacle might approach the robot, e. g., on a straight linewith maximum velocity V to the point of collision:
 V
 ✓"+
 s+A"
 b
 ◆= V
 ✓s
 b+
 ✓A
 b+ 1
 ◆"
 ◆. (25)
 The safety distance chosen for safeps in (23) of Model 3is the sum of the distances (11), (12), and (25). The safetyproof will have to show that this construction was safe andthat it is also safe for all other curved trajectories that theobstacle and robot could be taking instead.
 Verification The robot in Model 3 is safe, if it maintainspositive distance kp� ok > 0 to the obstacle while therobot is driving (see Table 3):
 ps ⌘ s 6= 0 ! (kp� ok > 0) . (26)
 In order to guarantee ps, the robot must stay at a safedistance, which still allows the robot to brake to a completestop before the approaching obstacle reaches the robot.The following condition captures this requirement as an
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 invariant 'ps that we prove to hold for all loop executions:
 'ps ⌘ s 6= 0 !✓kp� ok >
 s2
 2b+ V
 s
 b
 ◆. (27)
 Formula (27) says that, while the robot is driving, thepositions of the robot and the obstacle are safely apart.This accounts for the robot’s braking distance s
 2
 2b while theobstacle is allowed to approach the robot with its maximumvelocity V in time s
 b
 . We prove that formula (26) holds forall executions of Model 3 when started in a non-collisionstate as for static safety, i. e., �ps ⌘ �ss (15).
 Theorem 2. Passive safety. Robots following Model 3 willnever collide with static or moving obstacles while driving,as expressed by the provable dL formula �ps ! [dwps] ps .
 Proof. The KeYmaera X proof uses invariant 'ps (27). Itextends the differential invariants (16)–(20) for static safetywith invariants (28)–(29) about obstacle motion. Similar tothe robot, the obstacle does not leave its bounding square ofhalf side length tV around its previous position old(o).
 �tV ox
 � old(ox
 ) tV (28)�tV o
 y
 � old(oy
 ) tV (29)
 Passive Friendly Safety of Obstacle AvoidanceIn this section, we explore the stronger requirements ofpassive friendly safety, where the robot not only stopssafely itself, but also allows for the obstacle to stop beforea collision occurs. Passive friendly safety requires therobot to take careful decisions that respect the dynamiccapabilities of moving obstacles. The intuition behindpassive friendly safety is that our own robot shouldretain enough space for other obstacles to stop. Unlikepassive safety, passive friendly safety ensures that therewill not be collisions, as long as every obstacle makes acorresponding effort to avoid collision when it sees therobot, even when some obstacles approach intersectionscarelessly and turn around corners without looking. Thedefinition of Macek et al. (2009) requires that the robotrespects the worst-case braking time of the obstacle, whichdepends on its velocity and control capabilities. In ourmodel, the worst-case braking time is a consequence ofthe following assumptions. We assume an upper bound ⌧on the obstacle’s reaction time and a lower bound b
 o
 onits braking capabilities. Then, ⌧V is the maximal distancethat the obstacle can travel before beginning to react andV
 2
 2bo
 is the maximal distance for the obstacle to stop fromthe maximal velocity V with an assumed minimum brakingcapability b
 o
 .
 Modeling Model 4 uses the same basic obstacle avoid-ance algorithm as Model 3. The difference is reflected inwhat the robot considers to be a safe distance to an obstacle.As shown in (31) the safe distance not only accounts forthe robot’s own braking distance, but also for the brakingdistance V
 2
 2bo
 and reaction time ⌧ of the obstacle. Theverification of passive friendly safety is more complicatedthan passive safety as it accounts for the behavior of theobstacle discussed below.
 Model 4 Dynamic window with passive friendly safety
 dwpfs ⌘�ctrl
 o
 ; ctrlr
 (a :=A , safepfs); dynps�⇤ (30)
 safepfs ⌘ kp� ok1 >s2
 2b+ V
 s
 b+
 V 2
 2bo
 + ⌧VV 2
 2bo
 + ⌧VV 2
 2bo
 + ⌧V
 +
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆ (31)
 In Model 4 the obstacle controller ctrlo
 is a coarse modelgiven by equation (22) from Model 3, which only constrainsits non-negative velocity to be less than or equal to V . Sucha liberal obstacle model is useful for analyzing the robot,since it requires the robot to be safe even in the presenceof rather sudden obstacle behavior (e. g., be safe even ifdriving behind an obstacle that stops instantaneously orchanges direction radically). However, now that obstaclesmust avoid collision once the robot is stopped, suchinstantaneous behavior becomes too powerful. An obstaclethat can stop or change direction instantaneously cantrivially avoid collision, which would not tell us muchabout real vehicles that have to brake before coming to astop. Here, instead, we consider a more interesting refinedobstacle behavior with braking modeled similar to therobot’s braking behavior by the hybrid program obstaclegiven in Model 5.
 Model 5 Refined obstacle with acceleration control
 obstacle ⌘ (ctrlo
 ; dyno
 )
 ⇤ (32)ctrl
 o
 ⌘ ao
 := ⇤; ?v + ao
 ⌧ V (33)
 dyno
 ⌘ t := 0; {t0 = 1, o0 = vdo
 , v0 = ao
 & t ⌧ ^ v � 0}(34)
 The refined obstacle may choose any acceleration ao
 ,as long as it does not exceed the velocity bound V(33). In order to ensure that the robot does not forcethe obstacle to avoid collision by steering (e. g., othercars at an intersection should not be forced to changelanes), we keep the obstacle’s direction unit vector d
 o
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 constant. The dynamics of the obstacle are straight ideal-world translational motion in the two-dimensional planewith reaction time ⌧ , see (34).
 Verification We verify the safety of the robot’s controlchoices as modeled in Model 4. Unlike the passive safetycase, the passive friendly safety property �pfs shouldguarantee that if the robot stops, moving obstacles (cf.Model 5) still have enough time and space to avoid acollision. The conditions v =
 qv2x
 + v2y
 ^ dox
 v = vx
 ^doy
 v = vy
 link the combined velocity and direction vector(v
 x
 , vy
 ) of the abstract obstacle model from the robotsafety argument to the velocity scalar v and directionunit vector (d
 ox
 , doy
 ) of the refined obstacle model in theliveness argument. This requirement can be captured by thefollowing dL formula:
 ⌘pfs ⌘�⌘obs ^ 0 v ^ v =
 qv2x
 + v2y
 ^
 vdox
 = vx
 ^ vdoy
 = vy
 �!
 hobstaclei (kp� ok > 0 ^ v = 0)
 (35)
 where the property ⌘obs accounts for the stopping distanceof the obstacle:
 ⌘obs ⌘ kp� ok >V 2
 2bo
 + ⌧V .
 Formula (35) says that there exists an execution of thehybrid program obstacle, (existence of a run is formalizedby the diamond operator hobstaclei in dL), that allowsthe obstacle to stop (v = 0) without having collided (kp�ok > 0). Passive friendly safety pfs is now stated as
 pfs ⌘ (s 6= 0 ! ⌘obs) ^ ⌘pfs .
 We study passive friendly safety with respect to initial statessatisfying the following property:
 �pfs ⌘ ⌘obs
 ^ r 6= 0 ^ kdk = 1 . (36)
 Observe that, in addition to the condition ⌘pfs, the differenceto passive safety is reflected in the special treatment of thecase s = 0. Even if the robot starts with speed s = 0 (whichis passively safe), ⌘obs must be satisfied to prove passivefriendly safety, since otherwise the obstacle may initiallystart out too close and thus unable to avoid collision.Likewise, we are required to prove ⌘pfs as part of pfs toguarantee that obstacles can avoid collision after the robotcame to a full stop.
 Theorem 3. Passive friendly safety. Robots followingModel 4 will never collide while driving and will retainsufficient safety distance for others to avoid collision, asexpressed by the provable dL formula �pfs ! [dwpfs] pfs .
 Proof. The proof in KeYmaera X splits into a safetyargument for the robot and a liveness argument for theobstacle. The loop and differential invariants in the robotsafety proof are similar in spirit to passive safety, butaccount for the additional obstacle reaction time andstopping distance V
 2
 2bo
 + ⌧V . The obstacle liveness proofbases on loop convergence, i. e., it uses conditions thatdescribe how much progress the loop body of the hybridprogram obstacle can make towards stopping. Intuitively,the obstacle has made sufficient progress if either it isstopped already or can stop by braking n times:
 v � n⌧bo
 0 _ v = 0 .
 Additionally, the convergence conditions include thefamiliar bounds on the parameters (kd
 o
 k = 1, bo
 > 0, ⌧ >0, and 0 v V ) and the remaining stopping distancekp� ok > v
 2
 2bo
 .
 The symbolic bounds on velocity, acceleration, braking,and time in the above models represent uncertaintyimplicitly (e. g., the braking power b can be instantiatedwith the minimum specification of the robot’s brakes, orwith the actual braking power achievable w.r.t. the currentterrain). Whenever knowledge about the current state isavailable, the bounds can be instantiated more aggressivelyto allow efficient robot behavior. For example, in a rareworst case we may face a particularly fast obstacle, butright now there are only slow-moving obstacles around. Orthe worst case reaction time " may be slow when difficultobstacle shapes are computed, but is presently quick ascircular obstacles suffice to find a path. Theorems 1–3 areverified for all those values. Section Arbitrary Number ofObstacles illustrates how to explicitly model different kindsof obstacles simultaneously in a single model. Other aspectsof uncertainty need explicit changes in the models andproofs, as discussed in subsequent sections.
 Passive Orientation SafetySo far, we did not consider orientation as part of thesafety specification. The notion of passive safety requiresthe robot to stop to avoid imminent collision, which canbe inefficient or even impossible when sensor coverage isnot exhaustive. For example, if an obstacle is close behindthe robot (cf. Fig. 4), the robot would have to stop toobey passive safety. This may be the right behavior in anunstructured environment like walking pedestrians but isnot helpful when driving on the lanes of a road. With amore liberal safety notion, the robot could choose a newcurve that leads away from the obstacle.
 We introduce passive orientation safety that only requiresthe robot to remain safe with respect to the obstacles in itsorientation of responsibility. Overall system safety dependson the sensor coverage of the robot and the obstacles. For
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 obstacle area
 obstacle o
 area reachableby robot
 robot p
 curve center c
 Figure 4. When ignoring orientation, passive safety requiresthe robot to stop when the robot’s reachable area and thetrajectory overlap with the obstacle area, even when movingaway would increase the safety distance.
 example, if two robots drive side-by-side with only verynarrow sensor coverage to the front, they might collidewhen their paths cross. Even with limited sensor coverage,if both robots can observe some separation markers inspace (e. g., lane markers) that keeps their paths separated,then passive orientation safety ensures that there will notbe collisions. Likewise, passive orientation safety ensuresthat there will be no collisions when every robot andobstacle covers 180� in its orientation of responsibility, i. e.,everyone is responsible for obstacles ahead, but not forthose behind.
 This notion of safety is suitable for structured spaceswhere obstacles can easily determine the trajectory andobservable region of the robot (e. g., lanes on streets). Therobot is responsible for collisions inside its observable area(“field of vision”, cf. Fig. 5) and has to ensure that it canstop if needed before leaving the observable region, becauseit could otherwise cause collisions when moving into theblind spot just outside its observable area.
 The robot does not make guarantees for obstacles thatit cannot see. If an obstacle starts outside the observableregion and subsequently hits the robot, then it is consideredthe fault of the obstacle. If the robot guarantees passiveorientation safety and every obstacle outside the observableregion guarantees that it will not interfere with the robot, acollision between the robot and an obstacle never happenswhile the robot is moving. In fact, collisions can be avoidedwhen obstacles do not cross the trajectory of the robot.Any obstacles inside the observable region can drive withpassive safety restrictions (i. e., guarantee not to exceed amaximum velocity) because the robot will brake or choosea new curve to avoid collisions. Obstacles that start outsidethe observable region can rely on the robot to only enterplaces it can see (i. e. the robot will be able to stop beforeit drives to places that it did not see when evaluating thesafety of a curve).
 invisibleobstaclebehind
 invisibleobstacle ahead
 visibleobstacleahead
 area reachable by robot
 robot p
 Figure 5. Passive orientation safety: The area observable bythe robot (circular sector centered at robot): the distance to allvisible obstacles must be safe. The robot must also ensurethat it can stop inside its current observable area, since anobstacle might sit just outside the observable area. Obstaclesoutside the visible area are responsible for avoiding collisionwith the robot until they become visible, i. e., obstacles areassumed to not blindside the robot.
 Modeling To express that an obstacle was invisible to therobot when it chose a new curve, in Model 6 we introduce avariable Visible with Visible > 0 indicating that an obstaclewas visible to the robot when it chose a new curve. Theobservable region is aligned with the orientation of therobot and extends symmetrically to the left and right of theorientation vector d by a constant design parameter � thatcaptures the angular width of the field of vision. The robotcan see everything within angle �
 2 to its left or right. Withthese, passive orientation safety can be expressed as:
 pos ⌘ s 6= 0 ! kp� ok > 0 _ (Visible 0 ^ |�| < �)
 This means that, when the robot is driving (s 6= 0),every obstacle is either sufficiently far away or it camefrom outside the observable region (so Visible 0) whilethe robot stayed inside |�| < �. For determining whetheror not the robot stayed inside the observable region, wecompare the robot’s angular progress � along the curvewith the angular width � of the observable region, seeFig. 6 for details. The angular progress � is reset to zerowhen the robot chooses a new curve in (37) and evolvesaccording to �0
 = ! when the robot moves (40). Thus, �always holds the value of the angle on the current curvebetween the current position of the robot and its positionwhen it chose the curve. Passive safety is a special caseof passive orientation safety for � = 1. The model doesnot take advantage of the fact that 360� already subsumesunrestricted visibility. Passive orientation safety restrictsadmissible curves to those where the robot can stop before|�| > �.
 The new robot controller now only takes obstacles in itsobservable region into account (modeled by variable Visible
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 Model 6 Passive orientation safety
 dwpos ⌘�ctrl
 o
 ; ctrlr
 (a :=A;� := 0;Visible := ⇤� := 0;Visible := ⇤� := 0;Visible := ⇤ , safepos ^ cdacdacda); dynpos�⇤ (37)
 safepos ⌘Visible > 0 !Visible > 0 !Visible > 0 ! kp� ok1 >s2
 2b+ V
 s
 b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆(38)
 cdacdacda ⌘ �|r| > s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆⌘ �|r| > s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆⌘ �|r| > s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆(39)
 dynpos ⌘ t := 0; {p0r
 = sd, d0r
 = !d?, v0r
 = a, �0= !�0= !�0= !, !0
 r
 =
 a
 r, p0
 o
 = v, t0 = 1 & s � 0 ^ t "} (40)
 to distinguish between obstacles that the sensors can see andthose that are invisible) when computing the safety of a newcurve in safepos (38). In an implementation of the model,Visible is naturally represented since sensors only deliverdistances to visible obstacles anyway. It chooses curvessuch that it can stop before leaving the observable region,i. e., it ensures a clear distance ahead (cda): such a curve ischaracterized by the braking distance of the robot being lessthan �|r|, which is the length of the arc between the startingposition when choosing the curve and the position wherethe robot would leave the observable region, cf. Fig. 6. Inthe robot’s drive action (37) for selecting a new curve, theangular progress � along the curve is reset and the statusof the obstacle (i. e. whether or not it is visible) is stored invariable Visible so that the visibility state is available whenchecking the safety property.
 Verification Passive orientation safety (Theorem 4) isproved in KeYmaera X.
 Theorem 4. Passive orientation safety. Robots followingModel 6 will never collide with the obstacles in sight while
 observable area
 curve exit
 �
 �
 robot p
 �
 2
 d
 curve center c
 Figure 6. Determining the point where the curve exits theobservable region of angular width � by keeping track of theangular progress � along the curve: = 90
 � � �
 2 because �extends equally to both sides of the orientation d, which isperpendicular to the line from the robot to c (because d istangential to the curve). � = because the triangle isisosceles. Thus, � = 180
 � � � � = � at exactly the momentwhen the robot would leave the observable region.
 driving, and will never drive into unobservable areas, asexpressed by the provable dL formula �pos ! [dwpos] pos .
 Proof. The proof in KeYmaera X extends the loopinvariant conditions for passive safety so that the robotnot only maintains the familiar stopping distance s
 2
 2b to allobstacles, but also to the border of the visible region in casethe nearest obstacle is invisible:
 s > 0 ! kp� ok1 >s2
 2b
 _ Visible 0 ^ |r�|� |r�| > s2
 2b.
 Here, we characterize the angular progress � with thedifferential invariant � = old(�) + 1
 r
 �old(s)t+ a
 2 t2�, in
 addition to the differential invariants for passive safety usedin the proof of Theorem 2.
 Refined Models for Safety VerificationThe models used for safety verification so far made simpli-fying assumptions to focus on the basics of different safetynotions. In this section, we discuss how to create morerealistic models with different accelerations, measurementuncertainty, actuator disturbance, asynchronous control ofobstacle and robot, and explicit representation of arbitrarymany obstacles. We introduce the model extensions forpassive safety (Model 3) as an example. The extensionsapply to static safety and passive friendly safety in a similarfashion by adapting safess and safepfs; passive orientationsafety needs to account for the changes both in the transla-tional safety margin safepos and the angular progress cda.
 Passive Safety with Actual AccelerationModel 3 uses the robot’s maximum acceleration A in itssafety requirement (23) when it determines whether or not anew curve will be safe. This condition is conservative, sincethe robot of Model 3 can only decide between maximumacceleration (a :=A) or maximum braking (a :=�b fromModel 1). If (23) does not hold (which is independent fromthe chosen curve, i. e. the radius r), then Model 3 forces a
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 driving robot to brake with maximum deceleration �b, evenif it might be sufficiently safe to coast or slightly brake orjust not accelerate in full. As a result, Model 3 is passivelysafe but lacks efficiency in that it may take the robot longerto reach a goal because it can only decide between extremechoices. Besides efficiency concerns, extreme choices areundesirable for comfort reasons (e. g., decelerating a carwith full braking power should be reserved for emergencycases).
 obstacle areaobstacle o
 unsafe accelerations A
 maximum braking �b
 safe accelerations
 robot p
 curvecenter c
 Figure 7. Passive safety with actual acceleration: the actualacceleration choice �b a A must not take the robot intothe area reachable by the obstacle. Dotted circle around robotposition p: earliest possible stop with maximum braking �b;solid blue area between dotted circle and dashed area: safe a;dashed area: reachable with unsafe accelerations.
 Fig. 7 illustrates how safety constraint (23) representsthe maximally conservative choice: it forces the robot tobrake (the outermost circle around the robot p intersectswith the obstacle), even though many points reachable with�b a < A would have been perfectly safe (solid bluearea does not intersect with the obstacle).
 Modeling Model 7 refines Model 3 to work with theactual acceleration, i. e., in the acceleration choice (41) therobot picks any arbitrary acceleration a within the physicallimits �b a A instead of just maximum acceleration.
 Model 7 Passive safety with actual acceleration
 dwpsa ⌘�ctrl
 o
 ; ctrlr
 (a := ⇤; ?� b a A?� b a A?� b a A ,a := ⇤; ?� b a A?� b a A?� b a A ,a := ⇤; ?� b a A?� b a A?� b a A ,
 safepsa); dynps�⇤ (41)
 safepsa ⌘ kp� ok1 >
 (dist� if s+ a" � 0
 dist<
 otherwise
 (dist� if s+ a" � 0
 dist<
 otherwise
 (dist� if s+ a" � 0
 dist<
 otherwise(42)
 This change requires us to adapt the control condition(42) that keeps the robot safe. We first give the intuitionbehind condition (42), then justify its correctness with asafety proof.
 Identification of Safe Constraints Following Loos et al.(2013b) we relax constraint (23) so that the robot can
 choose any acceleration �b a A and checks this actualacceleration a for safety. That way, it only has to fall back tothe emergency braking branch a :=�b if there is no othersafe choice available. We distinguish two cases:
 • s+ a" � 0: the acceleration choice �b a Aalways keeps a nonnegative velocity during the fullcycle duration ".
 • s+ a" < 0: the acceleration choice �b a < 0
 cannot be followed for the full duration " withoutstopping the evolution to prevent a negative velocity.
 In the first case, we continue to use formula (23) with actuala substituted for A to compute the safety distance:
 dist� =
 s2
 2b+ V
 s
 b+
 ⇣ab+ 1
 ⌘⇣a2
 "2 + "(s+ V )
 ⌘
 (43)In the second case, distance (43) is unsafe, because the
 terminal velocity when following a for " time is negative(unlike in case 1). Thus, the robot may have collided at atime before ", while the term in (43) only indicates that itwill no longer be in a collision state at time " after havingmoved backwards. Consider the time t
 b
 when the robot’svelocity becomes zero (s+ at
 b
 = 0) so that its motion stops(braking does not make the robot move backwards butmerely stop). Hence, t
 b
 = � s
 a
 since case 1 covers a = 0.Within duration t
 b
 the robot will drive a total distance ofdist
 r
 = � s
 2
 2a =
 Rt
 b
 0 s+ at dt. The obstacle may drive up todist
 o
 = V tb
 until the robot is stopped. Thus, we computethe distance using (44) to account for the worst case thatboth robot and obstacle drive directly towards each other(note that �b a < 0).
 dist<
 = � s2
 2a� V
 s
 a(44)
 Verification We verify the safety of the actual acceler-ation control algorithm as modeled in Model 7 in KeY-maera X.
 Theorem 5. Passive safety with actual acceleration.Robots following Model 7 to base their safety marginson the current acceleration choice instead of worst-caseacceleration will never collide while driving, as expressedby the provable dL formula �ps ! [dwpsa] ps .
 Even though the safety constraint safepsa now considersthe actual acceleration instead of the maximum possibleacceleration when estimating the required safety margin,it can still be conservative when the robot makes sharpturns. During sharp turns, the straight-line distance from theorigin is shorter than the distance along the circle, whichcan be exploited when computing the safety margin. Thisextension is in Appendix Passive Safety for Sharp Turns.
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 Passive Safety Despite UncertaintyRobots have to deal with uncertainty in almost everyaspect of their interaction with the environment, rangingfrom sensor inputs (e. g., inaccurate localization, distancemeasurement) to actuator effects (e. g., uncertain wheelslip depending on the terrain). In this section, we showhow the three most important classes of uncertainty canbe handled explicitly in the models. First, we allowlocalization uncertainty, so that the robot knows itsposition only approximately, which has a considerableimpact on uncertainty over time. We then considerimperfect actuator commands, which means that theeffective physical braking and acceleration will differfrom the controller’s desired output. Finally, we allowvelocity uncertainty, so the robot knows its velocity onlyapproximately, which also has an impact over time. Weuse nondeterministic models of uncertainty as intervalsaround the real position, acceleration, and velocity, withoutany probabilistic assumptions about their distribution.gSuch intervals are instantiated, e. g., according to sensoror actuator specification (e. g., GPS error), or w.r.t.experimental measurements.h
 Location Uncertainty Model 8 introduces location uncer-tainty. It adds a location measurement p before the controldecisions are made such that the controller only basesits decisions on the most recent location measurement p,which can deviate from the true location p. This locationmeasurement may deviate from the real position p by nomore than the symbolic parameter �
 p
 � 0, cf. (46). Themeasured location p is used in all control decisions of therobot (e. g., in (47) to compute whether or not it is safe tochange the curve). The robot’s physical motion still followsthe real position p even if the controller does not know it.
 Model 8 Passive safety despite location uncertainty,extends Model 3
 dwpslu ⌘�locatelocatelocate; ctrl
 o
 ;
 ctrlr
 (a :=A , safepslu); dynps�⇤ (45)
 locatelocatelocate ⌘ p := (⇤, ⇤); ?kp� pk �
 p
 ⌘ p := (⇤, ⇤); ?kp� pk �
 p
 ⌘ p := (⇤, ⇤); ?kp� pk �
 p
 (46)
 safepslu ⌘ kppp� ok1 >s2
 2b+ V
 s
 b+�
 p
 �
 p
 �
 p
 +
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆ (47)
 Theorem 6. Passive safety despite location uncertainty.Robots computing their safety margins from locationmeasurements with maximum uncertainty �
 p
 by Model 8will never collide while driving, as expressed by theprovable dL formula �ps ^�
 p
 � 0 ! [dwpslu] ps .
 Uncertainty about the obstacle’s position is alreadyincluded in the nondeterministic behavior of previousmodels by increasing the shapes according to uncertainty.
 Actuator Perturbation Model 9 introduces actuator pertur-bation between control and dynamics, cf. (48). Actuatorperturbation affects the acceleration by a damping factor�a
 , known to be at most a maximum damping �
 a
 , i. e., �a
 2[�
 a
 , 1], cf. (49). Note that the damping factor �a
 can changearbitrarily often, but is assumed to be constant duringthe continuous evolution that takes a maximum of " timeunits. The perturbation may cause the robot to now havefull acceleration (�
 a
 = 1) but later fully reduced braking(�
 a
 = �
 a
 ). This combination results in the largest possiblestopping distance (for a certain speed s). For instance, therobot accelerates on perfect terrain, but is unlucky enoughto be on slippery terrain again when it needs to brake. Therobot considers this worst-case scenario during control inits safety constraint (50).
 Model 9 Passive safety despite actuator perturbation,extends Model 3
 dwpsap ⌘�ctrl
 o
 ; ctrlr
 (a :=A , safepsap);
 actactact; dynps�⇤ (48)
 actactact ⌘ �a
 := ⇤; ?(0 < �
 a
 �a
 1); a := �a
 a⌘ �a
 := ⇤; ?(0 < �
 a
 �a
 1); a := �a
 a⌘ �a
 := ⇤; ?(0 < �
 a
 �a
 1); a := �a
 a (49)
 safepsap ⌘ kp� ok1 >s2
 2b�a
 �
 a
 �
 a
 + Vs
 b�a
 �
 a
 �
 a
 +
 ✓A
 b�a
 �
 a
 �
 a
 + 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆ (50)
 dynps of Model 3 with a replaced by disturbed aaa
 Theorem 7. Passive safety despite actuator perturbation.Robots with inaccurate actuation being subject to maximumdisturbance �
 a
 according to Model 9 will never collidewhile driving, as expressed by the provable dL formula
 �ps ^�
 a
 > 0 ! [dwpsap] ps .
 Velocity Uncertainty Model 10 introduces velocity uncer-tainty. To account for the uncertainty, at the beginning ofits control phase the robot reads off a (possibly inexact)measurement s of its speed s. It knows that the measuredspeed s deviates by at most a measurement error �
 s
 from
 gOther error models are supported, as long as they are clipped toguaranteed intervals, because in the safety proof we have to analyze allmeasured values, regardless of their probability. For an advanced analysistechnique considering probabilities, see stochastic dL Platzer (2011a).hInstantiation with probabilistic bounds means that the symbolicallyguaranteed safety is traded for a probability of safety.
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 Model 10 Passive safety despite velocity uncertainty,extends Model 3
 dwpsvu ⌘�sensesensesense; ctrl
 o
 ; ctrlr
 (a :=A , safepsvu); dynps�⇤
 (51)
 sensesensesense ⌘ s := ⇤; ?(s � 0 ^ s��
 s
 s s+�
 s
 )
 ⌘ s := ⇤; ?(s � 0 ^ s��
 s
 s s+�
 s
 )⌘ s := ⇤; ?(s � 0 ^ s��
 s
 s s+�
 s
 )
 (52)
 safepsvu ⌘ kp� ok1 >(s+�
 s
 s+�
 s
 s+�
 s
 )
 2
 2b+ V
 s+�
 s
 s+�
 s
 s+�
 s
 b(53)
 +
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+�
 s
 s+�
 s
 s+�
 s
 + V )
 ◆
 the actual speed s, see (52). Also, the robot knows that itsspeed is non-negative. Thus, we can assume that s is alwaysequal to or greater than zero by transforming negativemeasurements. In order to stay safe, the controller has tomake sure that the robot stays safe even if its true speed ismaximally larger than the measurement, i. e. s = s+�
 s
 .The idea is now that the controller makes all control choiceswith respect to the maximal speed s+�
 s
 instead of theactual speed s. The continuous evolution, in contrast, stilluses the actual speed s, because the robot’s physics will notbe confused by a sensor measurement error.
 Since we used the maximal possible speed whenconsidering the safety of new curves in the controller wecan prove that the robot will still be safe. A modelingsubtlety arises when using s instead of s in the secondbranch (52) of ctrlr: Because of the velocity uncertaintywe no longer know if s is zero (i. e. the robot is stopped).However, the branch for stopped situations models discretephysics rather than a conscious robot decision (even if areal robot controller chooses to hit the brakes, as soon asthe robot is stopped physics turns this decision into a = 0),so we still use the test ?(s = 0) instead of ?(s = 0).
 Theorem 8. Passive safety despite velocity uncertainty.Robots computing their safety margins from velocitymeasurements with maximum uncertainty �
 v
 according toModel 10 will never collide while driving, as expressed bythe provable dL formula �ps ^�
 v
 � 0 ! [dwpsvu] ps .
 Asynchronous Control of Obstacle and RobotIn the models so far, the controllers of the robot and theobstacle were executed synchronously, i. e., the robot andthe obstacle made their control decisions at the same time.While the obstacle could always choose its previous controlchoices again if it does not want to act, the previous modelsonly allowed the obstacle to decide when the robot made acontrol decision, too.i This does not reflect reality perfectly,since we want liberal obstacle models without assumptions
 about when an obstacle makes a control decision. So, weensure that the robot remains safe regardless of how oftenand at which times the obstacles change their speed andorientation.
 Model 11 Asynchronous obstacle and robot control,extends Model 3
 dwpsns ⌘�ctrlr(a :=A , safeps); t := 0; (ctrlo; dynps)
 ⇤(ctrlo; dynps)
 ⇤(ctrlo; dynps)
 ⇤�⇤
 (54)
 In Model 11 we now model the control of the obstaclectrl
 o
 in an inner loop around the continuous evolutiondyn in (54) so that the obstacle control can interruptcontinuous evolution at any time to make a decision, andthen continue the dynamics immediately without givingthe robot’s controller a chance to run. This means thatthe obstacle can make as many control decisions as itwants without the robot being able to react every time.The controller ctrl
 r
 of the robot is still guaranteed to beinvoked after at most time " has passed, as modeled withthe evolution domain constraint t " in dynps.
 Theorem 9. Passive safety for asynchronous controllers.Robots following Model 11 will never collide while driving,even if obstacles change their direction arbitrary oftenand fast, as expressed by the provable dL formula �ps ![dwpsns] ps .
 Proof. The KeYmaera X proof of Theorem 9 uses �ps asan invariant for the outer loop, whereas the invariant for theinner loop additionally preserves the differential invariantsused for handling the dynamics dynps.
 Arbitrary Number of ObstaclesThe safety proofs so far modeled obstacles with a sensorsystem that nondeterministically delivers the position ofany obstacle, including the nearest obstacle, to the controlalgorithm. In this section, we also explicitly analyze howthat sensor system lets the robot avoid collision with eachone of many obstacles. In order to prevent duplicatingvariables for each of the objects, which is undesirable evenfor a very small, known number of objects, we need a wayof referring to countably many objects concisely.
 Quantified Differential Dynamic Logic With quantifieddifferential dynamic logic QdL Platzer (2010c, 2012d), wecan explicitly refer to each obstacle individually by usingquantification over objects of a sort (here all objects of the
 iNote that dL follows the common assumption that discrete actions do nottake time; time only passes in ODEs. So all discrete actions happen at thesame real point in time, even though they are ordered sequentially.
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 sort O of obstacles). QdL is an extension of dL suited forverifying distributed hybrid systems by quantifying oversorts. QdL extends hybrid programs to quantified hybridprograms, which can describe the dynamics of distributedhybrid systems with any number of agents. Instead of usinga single state variable o
 x
 : R to describe the x coordinateof one obstacle, we can use a function term o
 x
 : O ! R inQdL to denote that obstacle i has x-coordinate o
 x
 (i), foreach obstacle i of obstacle sort O. Likewise, instead of asingle two-dimensional state variable o : R2 to describe theplanar position of one obstacle, we can use a function termo : O ! R2 in QdL to denote that obstacle i is at positiono(i), for each obstacle i. We use a non-rigid functionsymbol o, which means that the value of all o(i) may changeover time (e. g., the position o(car) of an obstacle namedcar). Other function symbols are rigid if they do not changetheir values over time (e. g., the maximum velocity V (i) ofobstacle i never changes). Pure differential dynamic logicdL uses the sort R. QdL formulas can use quantifiers tomake statements about all obstacles of sort O with 8i 2 Oand 9i 2 O, similar to the quantifiers for the special sort Rthat dL already provides.
 QdL allows us to explicitly track properties of allobstacles simultaneously. Of course, it is not just theposition data that is important for obstacles, but alsothat the model allows all moving obstacles to changetheir positions according to their respective differentialequations. Quantified hybrid programs allow the evolutionof properties expressed as non-rigid functions for all objectsof the same sort simultaneously (so all obstacles movesimultaneously).
 Table 4 lists the additional statements that quantifiedhybrid programs add to those of hybrid programs Platzer(2010c, 2012d).
 Table 4. Statements of quantified hybrid programs
 Statement Effect
 8i2C x(i) := ✓ Assigns the current value of term ✓ tox(i) simultaneously for all objects ofsort C.
 8i2C�x(i)0 = ✓(i)
 & Q�
 Evolves all x(i) for any i alongdifferential equations x(i)0 = ✓(i)restricted to evolution domain Q
 We can use QdL to look up characteristics of specificobstacles, such as their maximum velocity, which allowsan implementation to react to different kinds of obstaclesdifferently if appropriate sensors are available.
 Modeling In Model 12 we move from hybrid programsto quantified hybrid programs for distributed hybridsystems Platzer (2010c, 2012d), i. e., systems that combinedistributed systems aspects (lots of obstacles) with hybridsystems aspects (discrete control decisions and continuous
 motion). We introduce a sort O representing obstacles sothat arbitrarily many obstacles can be represented in themodel simultaneously. Each obstacle i of the sort O hasa maximum velocity V (i), a current position o(i), and acurrent vectorial velocity v(i). We use non-rigid functionsymbols o : O ! R2, v : O ! R2, and V : O ! R. Botho(i) and v(i) are two-dimensional vectors.
 This new modeling paradigm also allows for anotherimprovement in the model. So far, an arbitrary obstaclewas chosen by picking any position nondeterministicallyin ctrlr. Such a nondeterministic assignment includes theclosest one. A controller implementation needs to computewhich obstacle is actually the closest one (or consider themall one at a time). Instead of assigning the closest obstaclenondeterministically in the model, QdL can consider allobstacles by quantifying over all obstacles of sort O.
 In the obstacle controller ctrlo (56) we use a loop toallow multiple obstacles to make a control decision. Eachrun of that loop selects one obstacle instance i arbitrarilyand updates its velocity vector (but no longer its position,since obstacles are now tracked individually). The loopcan be repeated arbitrarily often, so any arbitrary finitenumber of obstacles can make control choices in (56). Inthe continuous evolution, we quantify over all obstaclesi of sort O in order to express that all obstacles changetheir state simultaneously according to their respectivedifferential equations (58).
 Initial condition, safety condition, and loop invariants areas before (26)–(27) except that they are now phrased forall obstacles i 2 O. Initially, our robot is assumed to bestopped and we do not need to assume anything about theobstacles initially because passive safety does not considercollisions when stopped:
 �nobs ⌘ s = 0 ^ r 6= 0 ^ kdk = 1 (59)
 The safety condition is passive safety for all obstacles:
 nobs ⌘ s 6= 0 ! 8i2O kp� o(i)k1 > 0 (60)
 Verification We use QdL to prove passive safety inthe presence of arbitrarily many obstacles. Note that thecontroller condition safenobs for multiple obstacles needs todistinguish obstacles that will stop during the next controlcycle from those that will not.
 Theorem 10. Passive safety for arbitrarily many obstacles.Robots tracking any number of obstacles of their respectivemaximum velocities by Model 12 will never collide with anyobstacle while driving, as expressed by the provable QdLformula �nobs ! [dwnobs] nobs .
 Proof. Since QdL is not yet implemented in KeYmaera X,we proved Theorem 10 with its predecessor KeYmaera. The
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 Model 12 Explicit representation of countably many obstacles, extends Model 7
 dwnobs ⌘�ctrlo; ctrlr(a := ⇤; ?(�b a A) , safenobs); dynnobs
 �⇤ (55)
 ctrlo ⌘�i := ⇤i := ⇤i := ⇤; v(i)v(i)v(i) := (⇤, ⇤); ?kv(i)k V (i)?kv(i)k V (i)
 ?kv(i)k V (i)�⇤ (56)
 safenobs ⌘ 8i2O8i2O8i2O kp� o(i)o(i)o(i)k1 >
 (� s
 2
 a
 � V (i)V (i)V (i) sa
 � s
 2
 a
 � V (i)V (i)V (i) sa
 � s
 2
 a
 � V (i)V (i)V (i) sa
 if s+ a" < 0
 if s+ a" < 0if s+ a" < 0
 s
 2
 2b + V (i)V (i)V (i) sb
 +
 �a
 b
 + 1
 � �a
 2"2+ "(s+ V (i)V (i)V (i))
 �otherwise
 (57)
 dynnobs ⌘ 8i2O8i2O8i2O (t0 = 1, p0 = sd, d0 = �!d?, s0 = a, !0=
 a
 r, o0(i) = v(i)o0(i) = v(i)o0(i) = v(i) & s � 0 ^ t ") (58)
 proof uses (27) with explicit 8i 2 O as loop invariant:
 'nobs ⌘ s 6= 0 ! 8i2O kp� o(i)k1 >s2
 2b+ V (i)
 s
 b
 The proof uses quantified differential invariants to provethe properties of the quantified differential equations Platzer(2011b).
 Liveness Verification of Ground RobotNavigationSafety properties formalize that a precisely-defined badbehavior (such as collisions) will never happen. Livenessproperties formalize that certain good things (such asreaching a goal) will ultimately happen. It is easy todesign a trivial controller that is only safe (just nevermoves) or only live (full speed toward the goal ignoring allobstacles). The trick is to design robot controllers that meetboth goals. The safe controllers identified in the previoussections guarantee safety (no collisions) and still allowmotion. This combination of guaranteed safety under allcircumstances (by a proof) and validated liveness underusual circumstances (validated only by some tests) is oftensufficient for practical purposes. Yet, without a livenessproof, there is no guarantee that the robot controller willreach its respective goal except in the circumstances thathave been tested before. In this section, we verify livenessproperties, since the precision gained by formalizing thedesired liveness properties as well as the circumstancesunder which they can be guaranteed are insightful.
 Formalizing liveness properties is even more difficultand the resulting questions in practice much harder thansafety (even if liveness can be easier in theory Platzer(2015)). Both safety and liveness properties only hold whenthey are true in the myriad of situations with differentenvironmental behavior that they conjecture. They arediametrically opposed, because liveness requires motionbut safety considerations inhibit motion. For the safe robotmodels that we consider here, liveness is, thus, quite achallenge, because there are many ways that environmentalconditions or obstacle behavior would force the robot to
 stop or turn around for safety reasons, preventing it fromreaching its goal. For example, an unrestricted obstaclecould move around to block the robot’s path and then, as therobot re-plans to find another trajectory, dash to block thenew path too. To guarantee liveness, one has to characterizeall necessary conditions that allow the robot to reach itsgoal, which are often prohibitively many. Full adversarialbehavior can be handled but is challenging Platzer (2015).
 For a liveness proof, we deem three conditions important:
 Adversarial behavior. Carefully defines acceptable adver-sarial behavior that the robot can handle. For exam-ple, sporadically crossing a robot’s path might beacceptable in the operating conditions, but perma-nently trapping the robot in a corner might not.
 Conflicting goals. Identifies conflicting goals for differentagents. For example, if the goal of one robot is toindefinitely occupy a certain space and that of anotheris to reach this very space it is impossible for both tosatisfy their respective requirements.
 Progress. Characterizes progress formally. For example, inthe presence of obstacles, a robot sometimes needs tomove away from the goal in order to ultimately get tothe goal. But how far is a robot allowed to deviate onthe detour?
 Liveness properties that are actually true need to definesome reasonable restrictions on the behavior of other agentsin the environment. For example, a movable obstacle mayblock the robot’s path for some limited amount of time, butnot indefinitely. And when the obstacle moves on, it maynot turn around immediately again. Liveness conditionsmight define a compromise between reaching the goal andhaving at least invested reasonable effort of trying to get tothe goal, if unacceptable adversarial behavior occurred orgoals conflicted, or progress is physically impossible.
 In this section, we start with a stationary environment,so that we first can concentrate on finding a notion forprogress for the robot itself. Next, we let obstacles cross therobot’s path and define what degree of adversarial behavioris acceptable for guaranteeing liveness.
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 Reach a Waypoint on a Straight LaneAs a first liveness property, we consider a stationaryenvironment without obstacles, which prevents adversarialbehavior as well as conflicting goals, so that we canconcentrate on the conditions to describe how the robotmakes progress without the environment interfering. Wefocus on low-level motion planning where the robot has tomake decisions about acceleration and braking in order todrive to a waypoint on a straight line. We want our robot toprovably reach the waypoint, so that a high-level planningalgorithm knows that the robot will reliably execute its planby stitching together the complete path from straight-linesegments between waypoints. To model the behavior at thefinal waypoint when the robot stops (because it reachedits goal) and at intermediate waypoints in a uniform way,we consider a simplified version where the robot has tostop at each waypoint, before it turns toward the nextwaypoint. That way, we can split a path into straight-linesegments that make it easier to define progress, becausethey are describable with solvable differential equationswhen abstracted into one-dimensional space.
 Modeling We say that the robot reached the waypointwhen it stops inside a region of size 2�
 g
 around thewaypoint. That is: (i) at least one execution enters thegoal region, and (ii) all executions stop before exitingthe goal region g +�
 g
 . The liveness property wp (61)characterizes these conditions formally.
 wp ⌘ hdwwpi(g ��
 g
 < p) ^ [dwwp](p < g +�
 g
 ) (61)
 Remark 1. The liveness property wp (61) is formulated asa conjunction of two formulas: at least one run enters thegoal region hdwwpi g ��
 g
 < p, while none exit the goalregion on the other end [dwwp] p < g +�
 g
 . In particular,there is a run that will stop inside the goal region, which,explicitly, corresponds to extending formula (61) to thefollowing liveness property:
 hdwwpi�g ��
 g
 < p ^ 0 s Vg
 ^ hdwwpi s = 0
 �
 ^[dwwp](p < g +�
 g
 )
 (68)
 Formula (68) means that there is an execution of modeldwwp where the robot enters the goal region withoutexceeding the maximum approach velocity V
 g
 , and fromwhere the model has an execution that will stop the robothdwwpi s = 0. The proof for formula (68) uses the formulas = 0 _ (s > 0 ^ s� n"b 0) to characterize progress(i. e., braking for duration n" will stop the robot).
 Model 13 describes the behavior of the robot forapproaching a goal region. In addition to the three familiaroptions from previous models of braking unconditionally(63), staying stopped (64), or accelerating when safe (65),
 the model now contains a fourth control option (66) toslowly approach the goal region, because nondeterministi-cally big acceleration choices might overshoot the goal.
 The liveness proof has to show that the robot willget to the goal under all circumstances except thoseexplicitly characterized as being assumed not to happen,e. g., unreasonably small goal regions, high robot velocity,or hardware faults, such as engine or brake failure. Similarto safety proofs, these assumptions are often linked.For example, what makes a goal region unreasonablysmall depends on the robot’s braking and accelerationcapabilities. The robot cannot stop at the goal if acceleratingjust once from its initial position will already make itimpossible for the robot to brake before shooting past thegoal region. In this case, both options of the robot willviolate our liveness condition: it can either stay stopped andnot reach the goal, or it can start driving and miss the goal.
 Therefore, we introduce a maximum velocity Vg
 that therobot has to obey when it is close to the goal. That velocitymust be small enough so that the robot can stop insidethe goal region and is used as follows. While obeying theapproach velocity V
 g
 outside the goal region (66), the robotcan choose any acceleration that will not let it exceed themaximum approach velocity. The dynamics of the robot inthis model follows a straight line, assuming it is alreadyoriented directly towards the goal (67).
 Identification of Live Controls Now that we know whatthe goal of the robot is, we provide the intuition behind theconditions that make achieving the goal possible. The robotis only allowed to adapt its velocity with controls other thanfull braking when those controls will not overshoot the goalregion, see g +�
 g
 in (65) and g ��
 g
 in (66). Condition�b a V
 g
 �s
 "
 A in (66) ensures that the robot willonly pick acceleration values that will never exceed theapproach velocity V
 g
 in the next " time units, i. e., untilit can revise its decision. Once inside the goal region, theonly remaining choice is to brake, which makes the robotstop reliably in the waypoint region.
 The robot is stopped initially (s = 0) outside the goalregion (p < g ��
 g
 ), its brakes b > 0 and engine A > 0 areworking,j and it has some known reaction time " > 0:
 �wp ⌘ s = 0 ^ p < g ��
 g
 ^ b > 0 ^A > 0
 ^ " > 0 ^ 0 < Vg
 ^ Vg
 "+V 2g
 2b< 2�
 g
 (69)
 Most importantly, the approach velocity Vg
 and the sizeof the goal region 2�
 g
 must be compatible. That way, weknow that the robot has a chance to approach the goal witha velocity that fits to the size of the goal region.
 jFor safety, A � 0 was sufficient, but in order to reach a goal the robotmust be able to accelerate to non-zero velocities.
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 Model 13 Robot follows a straight line to reach a waypoint
 dwwp ⌘ (ctrl; dyn)⇤ (62)ctrl ⌘ (a :=�b) (63)
 [ (?s = 0; a := 0) (64)
 [ (?p+s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆< g +�
 g
 ^ s+A" Vg
 ; a :=A) (65)
 [ (?p g ��
 g
 ^ s Vg
 ; a := ⇤; ?� b a Vg
 � s
 " A) (66)
 dyn ⌘ t := 0; {p0 = s, s0 = a, t0 = 1 & t " ^ s � 0} (67)
 Verification Similar to safety verification, for livenessverification we combine the initial condition �wp (69), themodel dwwp (Model 13), and the liveness property wp (61)in Theorem 11.
 Theorem 11. Reach waypoint. Robots following Model 13can reach the goal area g ��
 g
 < p and will neverovershoot p < g +�
 g
 , as expressed by the provable dLformula �wp ! wp, i. e., with wp from (61) expanded:
 �wp !�hdwwpi(g ��
 g
 < p)
 ^ [dwwp](p < g +�
 g
 )
 �.
 Proof. We proved Theorem 11 using KeYmaera X. Insteadof an invariant characterizing what does not change, wenow need a variant characterizing what it means to makeprogress towards reaching the goal region Platzer (2008,2012a). If the progress measure indicates the goal would bereachable with n iterations of the main loop of Model 13,then we have to show that by executing the loop once wecan get to a state where the progress measure indicatesthe goal would be reachable in the remaining n� 1 loopiterations.
 Informally, the robot reaches the goal if it has a positivespeed s > 0 and can enter the goal region by just driving fortime n" with that speed, as summarized by the loop variant'wp ⌘ 0 < s V
 g
 ^ g ��
 g
 < p+ n"s.
 After having proved how the robot can always reach itsgoal when it is on its own, we next analyze liveness in thepresence of other moving agents.
 Cross an IntersectionIn this section, we prove liveness for scenarios in which therobot has to pass an intersection, while a moving obstaclemay cross the robot’s path, so that the robot may need tostop for safety reasons to let the obstacle pass. We want toprove that it is always possible for the robot to successfullypass the intersection. The model captures the general caseof a point-intersection with two entering roads and two
 exits at the opposing side, so that it subsumes any scenariowhere a robot and an obstacle drive straight to cross anintersection, as illustrated in Fig. 8.
 robot po obstacle
 x = (xr
 , xo
 ) intersection
 Figure 8. Illustration of the paths of a robot (black solid line)and an obstacle (red dashed line) crossing an intersection atpoint x.
 Modeling Since there is a moving obstacle, the robotneeds to follow a collision avoidance protocol in orderto safely cross the intersection. We choose passive safetyfor simplicity. Collision avoidance alone, however, will notreliably let the robot make progress. Thus, we will model arobot that favors making progress towards the other side ofthe intersection, and only falls back to collision avoidancewhen the obstacle is too close to pass safely.
 Intersections enable the obstacle to trivially preventthe robot from ever passing the intersection. All that theobstacle needs to do is just block the entire intersectionforever by stopping there (e. g., somebody built a wall sothat the intersection disappeared). Clearly, no one coulddemand the robot passes the intersection in such impossiblecases. We prove that the robot can pass the intersectionwhen obstacles behave reasonably, for a precisely definedcharacterization of what is reasonable for an obstacle todo. We, therefore, include a restriction on how long theobstacle may reside at the intersection. We choose a strictlypositive minimum velocity Vmin to prevent the obstacle fromstopping. Other fairness conditions (e. g., an upper boundon how long the intersection can be blocked, enforced witha traffic light) are representable in hybrid programs as well.
 Identification of Live Controls For ensuring progress,the model uses three conditions (AfterX, PassFaster, and
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 Model 14 Robot safely crosses an intersection
 dwcx ⌘ (ctrlo
 ; ctrlr
 ; dyn)⇤ (70)ctrl
 o
 ⌘ ao
 := ⇤; ?(�b ao
 A) (71)
 ctrlr
 ⌘
 8>>>>>>>><
 >>>>>>>>:
 a := ⇤; ?(�b a A) if AfterXa := ⇤; ?(0 a A) if PassFastera := 0 if PassCoast(a :=�b)
 [ (?s = 0; a := 0) otherwise Model 3[ (?safe; . . . )
 (72)
 dyn ⌘ t := 0; {p0r
 = s, v0r
 = a, (73)p0o
 = v, v0o
 = ao
 , t0 = 1 (74)& t " ^ s � 0 ^ v � Vmin} (75)
 PassCoast) that tell the robot admissible conditions forchoosing its acceleration, depending on its own positionand the obstacle position in relation to the intersection.The robot can choose any acceleration after it passed theintersection (p > x
 r
 ) or after the obstacle passed (o > xo
 ):
 AfterX ⌘ p > xr
 _ o > xo
 .
 The robot is allowed to increase its speed if it manages topass safely in front of the obstacle (even if the obstaclespeeds up during the entire process), or if speeding upwould still let the robot pass safely behind the obstacle(even if the obstacle drives with only minimum speed Vmin):
 PassFaster ⌘ s > 0 ^ (PassFront _ PassBehind)
 PassFront ⌘ o+ vxr
 � p
 s+
 A
 2
 ✓xr
 � p
 s
 ◆2
 < xo
 PassBehind ⌘ xo
 < o+ Vminxr
 � p
 s+A"
 The robot is allowed to just maintain its speed if it eitherpasses safely in front or behind the obstacle with that speed:
 PassCoast ⌘ s > 0 ^ xo
 < o+ Vminxr
 � p
 s.
 In all other cases, the robot has to follow the collisionavoidance protocol from Model 3 to choose its speed,modified accordingly for the one-dimensional variant here.
 Verification As a liveness condition, we prove that therobot will make it past the intersection without collidingwith the obstacle.
 Theorem 12. Pass Intersection. Robots followingModel 14 can pass an intersection while avoiding collisions
 with obstacles at the intersection, as expressed in theprovable dL formula
 �cx ! [dwcx] (p = xr
 ! o 6= xo
 )
 ^hdwcxi (p > xr
 ) .
 Proof. We proved Theorem 12 in KeYmaera X. In theloop invariant of the safety proof we combine the familiarstopping distance p+ s
 2
 2b < xr
 with the conditions AfterX,PassCoast, and PassFront that allow driving in its loopinvariant:
 0 s ^ Vmin v ^�p+
 s2
 2b< x
 r
 _AfterX _ PassCoast _ PassFront�.
 The main insight in the liveness proof is that achievingthe goal can be split into two phases: first, the robot waitsfor the obstacle to pass; afterwards, the robot accelerates topass the intersection. We split the loop into these two phaseswith hdwcx
 ⇤i(p > xr
 ) $ hdwcx⇤ihdwcx
 ⇤i(p > xr
 ) so thatwe can analyze each of the resulting two loops with itsown separate loop variant. In the first loop, we know thatthe obstacle drives with at least speed v � Vmin, so with nsteps it will pass the intersection, which is characterizedin the loop variant o+ n"Vmin > x
 o
 . This loop variantimplies o > x
 o
 when n 0. Once the obstacle is past theintersection, in the second loop the robot controller cansafely favor its AfterX control. Since the robot might bestopped, we unroll the loop once to hdwcxihdwcx
 ⇤i(p > xr
 )
 in order to ensure that the robot accelerates with A toa positive speed. The loop variant then exploits that therobot’s speed is s � A" after accelerating once for time ",so it will pass the intersection x
 r
 with n steps of duration "as follows: p+ n"(A") > x
 r
 .
 The liveness proofs show that the robot can achieve auseful goal if it makes the right choices. When the robotcontroller is modeled such that it always makes the rightchoices, we prove that the controller will always safelymake it to the goal within a specified time budget. Wediscuss robot controllers that provably meet deadlines inAppendix Liveness with Deadlines.
 Monitoring for Compliance At RuntimeThe previous sections discussed models of obstacleavoidance control and of the physical behavior of groundrobots in their environment, and we proved that thesemodels are guaranteed to possess crucial safety and livenessproperties. The proofs present absolute mathematicalevidence of the correctness of the models. If the modelsused for verification are an adequate representation of thereal robot and its environment, these proofs transfer to the
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 real system. But any model necessarily deviates from thereal system at least to some extent.
 In this section, we discuss how to use ModelPlex Mitschand Platzer (2016) to bridge the gap between models andreality by verification. The idea is to provably detect andsafely respond to deviations between the model and thereal robot in its environment by monitoring appropriateconditions at runtime. ModelPlex complements offlineproofs with runtime monitoring. It periodically executesa monitor, which is systematically synthesized from theverified models by an automatic proof of correctness,and checks input from sensors and output to actuatorsfor compliance with the verified model. If a deviationis detected, ModelPlex initiates a fail-safe action, e.g.stopping the robot or cutting its power to avoid activelyrunning into obstacles, and, by that, ensure that safetyproofs from the model carry over to the real robot. Ofcourse, such fail-safe actions need to be triggered earlyenough to make sure the robot stops on time, which is whatthe monitors synthesized by ModelPlex ensure.
 A monitor checks the actual evolution of the real robotimplementation to discover failures and mismatches withthe verified model. The acceleration chosen by the robot’scontrol software implementation must fit to the currentsituation. For example, accelerate only when the verifiedmodel considers it safe. And the chosen curve must fitto the current orientation. No unintended change to therobot’s speed, position, orientation has happened, and noviolations of the assumptions about the obstacles haveoccurred. This means, any variable that is allowed to changein the model must be monitored. In the examples here, thesevariables include the robot’s position p, longitudinal speeds, rotational speed !, acceleration a, orientation d, curve r,obstacle position o and velocity v.
 A ModelPlex monitor is designed for periodic sampling.For each variable there will be two observed values, onefrom the previous sample time (for example, previous robotposition p) and one from the current sample time (forexample, next robot position p+). It is not important forModelPlex that the values are measured exactly at thesampling period, but merely that there is an upper bound" on the amount of time that passed between two samples.A ModelPlex monitor checks in a provably correct waywhether the evolution observed in the difference of thesampled values can be explained by the model. If it does,the current behavior fits to a verified behavior and is, thus,safe. If it does not, the situation may have become unsafeand a fail-safe action is initiated to mitigate safety hazards.
 Fig. 9 illustrates the principle behind a ModelPlexmonitor. The values from the previous sample time serve asstarting state for executing the model. The values producedby executing the model are then compared to the valuesobserved in the current sample time by the monitor.
 prior state
 o
 p
 c
 posterior state
 o+
 p+
 c+evolve,
 e.g., drive
 Modela :=�b
 [ ?s = 0; . . .
 [ a :=A; . . .o
 . . .p
 o+
 . . .p+
 o+
 . . .p+
 check 3
 measure measure
 Figure 9. The principle behind a ModelPlex monitor: can themodel reproduce or explain the observed real-world behavior?
 The verified models themselves are too slow to execute,because they involve nondeterminism and differentialequations. Hence, provably correct monitor expressions inreal arithmetic are synthesized from a model using anoffline proof in KeYmaera X. These expressions capturethe behavior of the models, projected onto the pairwisecomparisons of sampled values that are needed at runtime.
 Monitor techniques for model compliance monitors andstate prediction monitors are reported in Mitsch and Platzer(2016). Here, we focus on a controller monitor expressionsynthesized from Model 3, which captures all possiblecontrol decisions of the robot that are verified to besafe. The controller monitor checks the decisions of an(unverified) controller implementation for consistency withthe verified discrete model without differential equations.ModelPlex automatically extracts the discrete model by aproof with the ordinary differential equation (ODE) beingconservatively over-approximated by its evolution domain.The resulting condition monitor (76) in Fig. 10, which issynthesized by an automatic proof in KeYmaera X, mimicsthe structure of the model: it captures the assumptions onthe obstacle mon
 o
 , the evolution domain from dynamicsmondyn, as well as the specification for each of the threecontroller branches (braking mon
 b
 , staying stopped mons
 ,or accelerating mon
 a
 ).The obstacle monitor part mon
 o
 in (77), checks thatthe measured obstacle velocity v+ must not exceed theassumptions made in the model about their maximumvelocity. The dynamics monitor part mondyn in (78) checksthe evolution domain of the ODE and that the controllerdid reset its clock (t+ = 0). The braking monitor mon
 b
 in(79) defines that emergency brakes can only hit the brakesand do not change anything else (acceleration a+ = �b,while everything else is of the form x+
 = x meaning thatno change is allowed). Monitor mon
 s
 in (80) expressesthat staying stopped is possible if the speed is zero (s =
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 monitor ⌘ mono
 ^ mondyn ^ (monb
 _ mons
 _ mona
 ) (76)
 mono
 ⌘ kv+k V (77)
 mondyn ⌘ 0 " ^ s � 0 ^ t+ = 0 (78)
 monb
 ⌘ o+ = o ^ p+ = p ^ d+ = d ^ s+ = s ^ !+= ! ^ a+ = �b ^ r+ = r (79)
 mons
 ⌘ s = 0 ^ o+ = o ^ p+ = p ^ d+ = d ^ s+ = s ^ !+= 0 ^ a+ = 0 ^ r+ = r (80)
 mona
 ⌘ a+ = A ^ r+ 6= 0 ^ !+r+ = s ^ p+ = p ^ d+ = d ^ s+ = s (81)
 ^ kp� o+k1 >s2
 2b+ V
 s
 b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆(82)
 Figure 10. Synthesized safety conditions. The generated monitor captures conditions on obstacles mono
 , on dynamics mondyn,and on the robot’s decisions on braking mon
 b
 , staying stopped mons
 , and accelerating mona
 . The monitor distinguishes twoobserved values per variable, separated by a controller run (for example, p denotes the position before running the controller,whereas p+ denotes the position after running the controller).
 0) and the controller must have chosen no accelerationand no rotation (a = 0 and ! = 0), while everything elseis unchanged. Finally, the acceleration monitor mon
 a
 in(81)–(82) says that, if the distance is safe, the robotcan choose maximum acceleration a+ = A, a new non-spinning steering r+ 6= 0 that fits to the current speed!+r+ = s; position, orientation, and speed must not be setby the controller (those follow from the acceleration andsteering choice).
 Conclusion and Future WorkRobots are modeled by hybrid systems, because theyshare continuous physical motion with advanced computeralgorithms controlling their behavior. We demonstrate thatthis understanding also helps proving robots safe. Wedevelop hybrid system models for collision avoidancealgorithms for autonomous ground vehicles and prove thatthe algorithms guarantee static safety for static obstaclesand both passive safety and passive friendly safety in thepresence of moving obstacles.
 We augment the models and safety proofs withrobustness for localization uncertainty and imperfectactuation. Incremental revision of models and proofs helpsreducing the verification complexity, since in lower-fidelitymodels the safety-critical effects of computations on thephysical behavior are easier to predict and characterizein control conditions. Additional details can then beunderstood incrementally as extensions to these previouslyfound control conditions (e. g., it helps to first understandthe safety margins for perfect sensing, and later add theimpact of uncertainty on the behavior of the robot). Allparameters in our models—such as those for maximumobstacle velocity and sensor/actuator uncertainty—are fullysymbolic and can be instantiated arbitrarily, includingbounds from probabilistic models (e. g., assume the 2�
 confidence interval of the distribution of obstacle velocitiesas maximum obstacle velocity). In this case, our verifiedsafety guarantees translate into a probability of safety.
 Theorems 1–9, 11, and 12 were proved with significantautomation and succinct reusable proof tactics in thedL theorem prover KeYmaera X. All theorems wereadditionally proved in its predecessor KeYmaera. The mostimportant insight in all proofs were the loop and differentialinvariants. Some proofs needed simple insights on how toeliminate variables to reduce the complexity of the resultingarithmetic.
 Overall, the tactics follow a similar structure acrossall theorems, with only minor variation. The tactics useproof automation for symbolic execution of programs,for proving differential invariants, and for simplifyingarithmetic, which all perform a large number of internalsteps automatically to turn the proof hints provided by usersinto actual proofs. Table 5 summarizes the proof statistics:the tactic size characterizes the manual effort of the user(mostly proof hints on differential invariants and minorarithmetic simplifications), while the proof steps are thecorresponding internal steps taken by KeYmaera X to fillin gaps in the proof hints with automated proof search andjustify the proof from the axioms of dL. As a performanceindicator, we list the total time needed to run the proofs ona 2.4GHz Intel Core i7 with 16GB memory, most of whichis spent in external tools for handling real arithmetic withquantifier elimination (QE time column).
 As part of the verification activity, we identified crucialsafety constraints that have to be satisfied in order to choosea new curve or accelerate safely. These constraints areentirely symbolic and summarized in Table 6. The staticsafety invariant is equivalent to the admissible velocitiesidentified in Fox et al. (1997), which assumes instantaneouscontrol. Our proofs identified the invariants required
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 Table 5. Proof statistics in KeYmaera X
 Theorem Tactic size Proof
 steps
 Time [s]
 LOC Steps QE Total
 Safety proofs
 1: Static 12 71 30355 74 892: Passive 12 73 51956 229 2683: Passive-friendly 45 140 68620 342 4074: Orientation 15 108 173989 934 1006
 Passive safety extensions
 5: Acceleration 16 84 67604 405 4636: Uncertain location 12 73 57775 445 4857: Perturbation 21 120 56297 254 2998: Uncertain velocity 12 94 54601 359 4049: Async control 42 122 61772 284 335
 Liveness proofs
 11: Reach waypoint 32 93 46530 69 12512: Pass intersection 234 440 61878 83 182
 for safety in the presence of moving obstacles, sensoruncertainty and coverage, and actuator perturbation, as wellas the additional margins in column “safe control” thataccount for the reaction time of the robot. When instantiatedwith concrete numerical values of a robot design, thesesafety constraints can be used for design decision tradeoffsand to get an intuition about how conservative or aggressiveour robot can drive, such as:
 • how fast can the robot pass through a narrow door?• how fast can the robot drive on a given corridor?
 Appendix Interpretation of Verification Results analyzesthe constraints for common values of acceleration force,braking force, control cycle time, and obstacle distance(i. e., door width, corridor width). These examples illustratethat the verified collision avoidance protocol is suitable forindoor navigation at reasonable speeds.
 Future work includes exploiting more kinematic capabil-ities (e. g., going sideways with omni-drive) and explicitaccounts for distance measurement uncertainty, which is,however, easier than location uncertainty.
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 Supplemental material
 Passive Safety for Sharp TurnsModels 3 and 7 used a safety distance in supremum norm k · k1for the safety constraints, which conservatively overapproximatesthe actual trajectory of the robot by a box around the robot. Forexample, recall the safety distance (23) of Model 3
 kp� ok1 >s2
 2b+ V
 s
 b
 +
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆ (23*)
 which needs to be large enough in either one axis, irrespective ofthe actual trajectory that the robot will be taking. This constraintis safe but inefficient when the robot chooses a trajectory that willkeep it close to its current position (e. g., when driving along asmall circle, meaning it makes a sharp turn). For example, a robotwith constant velocity s = 4 and reaction time " = 1 will traversea small circle with radius r =
 1⇡
 and corresponding circumference2⇡r = 2 twice within time ". Safety constraint (23) required thetotal distance of 4 as a safety distance between the robot and theobstacle, because it overapproximated its actual trajectory by abox. However, the robot never moves away more than 2
 ⇡
 from itsoriginal position then because it moves on a circle (cf. Fig. 11a).With full 360� sensor coverage the robot can exploit that theclosest obstacle does not cross its trajectory, which makes thisextension suitable for passive safety and passive friendly safety,but not for passive orientation safety.
 Modeling We change the robot controller to improve itsefficiency. One choice would be to explicitly express circularmotion in terms of sine and cosine and then compute all possiblepositions of the robot explicitly. However, besides being vastlyinefficient in a real controller, this introduces transcendentalfunctions and would leave decidable real arithmetic. Hence, wewill use the distance of the obstacle to the trajectory itself in thecontrol conditions. Such a distance computation requires that weadapt the constraint curve to express the curve center explicitly in(89). So far, the curve was uniquely determined by the radius r andthe orientation d of the robot. Now that we need the curve centerexplicitly for distance calculation to the obstacle, the controllerchooses the curve center c such that:
 • (p� c) is perpendicular to the robot orientation d, i. e., d istangential to the curve, and
 • (p� c) is located correctly to the left or right of the robot,so that it fits to the clockwise or counter-clockwise motionindicated by the sign of r.
 Thus, the condition curve (89) in Model 15 now checks if thechosen curve and the direction of the robot are consistent, i. e.,|r| = kp� ck and d =
 (p�c)?
 r
 . Additionally, we augment therobot with a capability to turn on the spot when stopped (s = 0).
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 Model 15 Passive safety when considering the trajectory of the robot in distance measurement, extends Model 7
 dwpsdm ⌘ (ctrlo
 ; ctrlr
 ; dyn)⇤ (83)ctrl
 o
 ⌘ see Model 3 (84)ctrl
 r
 ⌘ (a :=�b) (85)
 [�?s = 0; a := 0; w
 r
 := 0; (d :=�d [ d := d) ; r := ⇤; c := (⇤, ⇤); ?curve�
 (86)[ (a := ⇤; ?� b a A; ! := ⇤; ?� ⌦ ! ⌦; (87)
 r := ⇤; c := (⇤, ⇤); o := (⇤, ⇤); ?curve ^ safe) (88)
 curve ⌘ r 6= 0 ^ |r| = kp� ck ^ d =
 (p� c)?
 r^ r! = s (89)
 safe ⌘ kp� ok1 >
 (dist� if s+ a" � 0
 dist<
 otherwise
 !
 _ ||r|� ko� ck| >
 (V�"+ s+a"
 b
 �if s+ a" � 0
 �V s
 a
 otherwise
 ! (90)
 dynpsdm ⌘ see Model 3 (91)
 For this, (86) is extended with a choice of either turning around(d :=�d) or remaining oriented as is (d := d) when stopped,and the corresponding choice of a curve center c such that the
 obstacle area:V�"+ s+A"
 b
 �
 obstacle o
 area reachable by robot:s
 2
 2b +�A
 b
 + 1
 � �A
 2 "+ "s�
 robot p
 curve center c
 distance to trajectory:��|r|� ko� ck��
 (a) Safe since the obstacle area does not overlap the dashedtrajectory.
 obstacle areaobstacle o
 area reachable by robot robot p
 curvecenter c
 (b) Safe since obstacle area and dotted robot area do notoverlap.
 Figure 11. Two different reasons for safe robot trajectories
 curve variables remain consistent according to the subsequent test?curve.
 Identification of Safe Controls With the changes indistance measurement introduced above, we relax the controlconditions that keep the robot safe. The distance of the obstacleto the trajectory can be described in two steps:
 1. Calculate the distance of the obstacle to the circle:��|r|�
 ko� ck��, which is the absolute value of the radius minus
 the distance between the obstacle and the circle center.
 2. Calculate the maximum distance that the obstacle can driveuntil the robot comes to a stop. This distance is equal tothe distances calculated in the previous models, i. e. in thecase s+ a" 0 it is �V s
 a
 and in the case s+ a" � 0 it isV�"+ s+a"
 b
 �.
 If the distance between the obstacle and the circle describing therobot’s trajectory is greater than the sum of those distances, thenthe robot can stop before hitting the obstacle. Then choosing thenew curve is safe, which leads us to choose the following safetycondition:
 ��|r|� ko� ck�� >
 (V�"+ s+a"
 b
 �if s+ a" � 0
 �V s
 a
 otherwise(92)
 We use condition (92), which now uses the Euclidean normk · k, for choosing a new curve in Model 15. With this newconstraint, the robot is allowed to choose the curve in Fig. 11a.However, constraint (92) has drawbacks when the trajectory ofthe robot is slow along a large circle and the obstacle is close tothe circle, as illustrated in Fig. 11b. In this case the robot is only
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 allowed to choose very small accelerations because the obstacleis very close to the circle. Formula (90) in Model 15 follows themore liberal of the two constraints—i. e., (42) _ (92)—to providethe best of both worlds.
 Verification We verify the safety of the robot’s control choicesin KeYmaera X.
 Theorem 13. Passive safety with trajectory distance measurement.Robots using trajectory distance measurement according toModel 15 in addition to direct distance measurement guaranteepassive safety, as expressed by the provable dL formula �ps ![dwpsdm] ps .
 Proof. The most important condition in the loop invariant of theproof guarantees that the robot either maintains the familiar safestopping distance kp� ok1 > s
 2
 2b , or that the obstacle cannotreach the robot’s curve until the robot is stopped:
 s > 0 ! kp� ok1 >s2
 2b_��|r|� ko� ck
 �� > Vs
 b.
 Liveness with DeadlinesThe liveness proofs in the article showed that the robot can achievea useful goal if it makes the right choices. The proofs neitherguarantee that the robot will always make the right decisions, norspecify how long it will take until the goal will be achieved. In thissection, we prove that it always achieves its goals within a givenreasonable amount of time. Previously we showed that the robotcan do the right thing to ultimately get to the goal, while here weprove that it always makes the right decisions that will take it to thewaypoint or let it cross an intersection within a bounded amountof time. It is no longer enough to show existence of an executionthat makes the robot achieve its goals. Now we need to show thatall possible executions do so in the given time. This needs moredeterministic controllers that only brake when necessary.
 We are going to illustrate two alternatives for modeling arrivaldeadlines: in Section Reaching a Waypoint we use a countdown T
 that is initialized to the deadline and expires when T 0, whereasin Section Crossing an Intersection we use T as a clock that isinitialized to a starting value T 0 and counts up to a deadlineD > 0, so that two deadlines (crossing zero and exceeding D)can be represented with a single clock variable.
 Reaching a Waypoint We start by defining a correctnesscondition for reaching a waypoint.
 wpdl ⌘ p < g +�
 g
 ^ (T 0 ! s = 0 ^ g ��
 g
 < p) (93)
 Formula (93) expresses that the robot will never be past thegoal region (p < g +�
 g
 ), and after the deadline (T 0, i. e. aftercountdown T expired) it will be stopped inside the goal region(s = 0 ^ g ��
 g
 < p).
 Modeling Model 16 is the familiar loop of control followed bydynamics (94). Unlike in previous models, braking and staying putis no longer allowed unconditionally for the sake of reaching thewaypoint reliably in time (95). The robot accelerates maximallywhenever possible without rushing past the waypoint region, cf.(95). In all other cases, the robot chooses acceleration to controltowards the approach velocity V
 g
 (95). The dynamics remainunchanged, except for the additional countdown T 0
 = �1 of thedeadline in (96).
 Identification of Live Controls In order to prove this modellive, we need to set achievable deadlines. The deadline has to belarge enough (i) for the robot to accelerate to velocity V
 g
 , (ii) driveto the waypoint with that velocity, and (iii) once it is there, havesufficient time to stop. It also needs a slack time ", so that the robothas time to react to the deadline. Finally, the conditions �wp from(69), which enable the robot to reach a waypoint at all, have tohold as well. Formula (97) summarizes these deadline conditions.
 �wpdl ⌘ �wp ^ T >Vg
 � s
 A| {z }(i)
 +
 g ��� p
 Vg| {z }
 (ii)
 +
 Vg
 b|{z}(iii)
 +" (97)
 Verification A proof of the robot always making the rightchoices is a combination of a safety and a liveness proof: we haveto prove that all choices of the robot reach the goal before thedeadline expires (safety proof), and that there exists at least oneway of the robot reaching the goal before the deadline expires(liveness proof). Both [·] and h·i are needed to express that therobot always makes the right choices to get to the waypoint, since[·] alone does not guarantee existence of such a choice.
 Theorem 14. Reach waypoint with deadline. Robots followingModel 16 will always reach the waypoint before the deadlineexpires, as expressed by the provable dL formula
 �wpdl !�[dwwpdl] wpdl ^ hdwwpdli wpdl
 �.
 Proof. We proved Theorem 14 with KeYmaera X, usingautomated tactics to handle the solvable differential equationsystem. The proof uses the following conditions as loop invariants:
 p+s2
 2b< g +�
 g
 ^ 0 s Vg
 ^8>><
 >>:
 s = 0 _ T � s
 b
 if g ��
 g
 < p
 T >g��
 g
 �p
 A"
 +
 V
 g
 b
 + " if p g ��
 g
 ^ s � A"
 T > "� s
 A
 +
 g��g
 �p
 A"
 +
 V
 g
 b
 + " if p g ��
 g
 ^ s A"
 The robot maintains sufficient margin to avoid overshooting thegoal area and it respects the approach velocity V
 g
 . Reaching thegoal is then split into increasingly critical cases: if the robotalready is at the goal (g ��
 g
 < p) it is either stopped alreadyor will manage to stop before the deadline expires. If the robot isnot yet at the goal, but at least already traveling with some non-zero speed s � A", then it still has sufficient time to drive to thegoal with the current speed and stop. Finally, if the robot is not yettraveling fast enough, it still has sufficient time to speed up.
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 Model 16 Robot reaches a waypoint before a deadline
 dwwpdl ⌘ (ctrl; dyn)⇤ (94)
 ctrl ⌘
 8><
 >:
 (a :=�b) [ (?s = 0; a := 0) if g ��
 g
 < pif g ��
 g
 < pif g ��
 g
 < p
 a :=A if p+ s
 2�V
 2g
 2b +
 �A
 b
 + 1
 � �A
 2 "2+ "s
 � g ��
 g
 if p+ s
 2�V
 2g
 2b +
 �A
 b
 + 1
 � �A
 2 "2+ "s
 � g ��
 g
 if p+ s
 2�V
 2g
 2b +
 �A
 b
 + 1
 � �A
 2 "2+ "s
 � g ��
 g
 a := ⇤; ?� b a V
 g
 �s
 "
 A otherwise
 (95)
 dyn ⌘ t := 0; p0 = s, s0 = a, t0 = 1, T 0= �1
 T 0= �1T 0= �1 & t " ^ s � 0 (96)
 Crossing an Intersection Crossing an intersection before adeadline is more complicated than reaching a waypoint, becausethe robot may need to wait for the intersection to clear so that therobot can cross it safely in the first place.
 Modeling Model 17 remains almost identical to Model 14,except for the robot controller, which has an additional controlbranch: when the obstacle has already passed the intersection, wewant the robot to pass as fast as it can by accelerating fully withmaximum acceleration A (no dawdling).
 Model 17 Crossing an intersection before a deadline
 dwcxd ⌘ (ctrlo
 ; ctrlr
 ; dyn)⇤ (98)ctrl
 o
 ⌘ ctrlo
 of Model 14 (99)
 ctrlr
 ⌘(a :=A if o > x
 o
 ctrlr
 of Model 14 otherwise(100)
 dyn ⌘ dyn of Model 14 (101)
 Identification of Live Controls Given the robot behaviorof Model 17 above, we need to set a deadline that the robot canactually achieve, considering when and how much progress therobot can make while driving (recall that it should still not collidewith the obstacle). The deadline has to account for both the robotand the obstacle position relative to the intersection, as well asfor how much the robot can accelerate. We start with the easiestcase for finding a deadline D: when the obstacle already passedthe intersection, the robot simply has to accelerate with maximumacceleration until it itself passes the intersection. The obstaclesare assumed to never turn back, so accelerating fully is also asafe choice. The robot might be stopped. So, assuming we start adeadline timer T at time 0, the robot will drive a distance of A
 2 D2
 until the deadline D expires (i. e., until T = D). However, sincewe use a sampling interval of " in the robot controller, the robotmay not notice that the obstacle already passed the intersection forup to time ", which means it will only accelerate for time D � ".Formula (102) summarizes this case.
 ⌘Dcxd ⌘ D � " ^ xr
 � px
 <A
 2
 (D � ")2 (102)
 If unlucky, the robot determines that it cannot pass safely infront of the obstacle and will have to wait until the obstacle passedthe intersection. Hence, within the deadline we have to account forthe additional time that the obstacle may need at most to pass theintersection. We could increase D with the appropriate additionaltime and still start the timer at T = 0, if we were to rephrase theimplicit definition of the deadline x
 r
 � p < A
 2 (D � ")2 in (102)to its explicit form. In (103), instead, we start the deadline timerwith time k T 0, such that it becomes T = 0 when the obstacleis located at the intersection.
 ⌘Tcxd ⌘ T = min
 ✓0,
 o� xo
 Vmin
 ◆(103)
 Verification Theorem 15 uses the deadline conditions (102)and (103) in a liveness property for Model 17.
 Theorem 15. Cross intersection before deadline. Model dwcxd
 has a run where the robot can drive past the intersection (p > xr
 ).For appropriate deadline choices, all runs of model dwcxd, suchthat when the deadline timer is expired (T � D) the robot ispast the intersection (p > x
 r
 ). All runs prevent collision, i.e.,robot and obstacle never occupy the intersection at the same time(p = x
 r
 ! o 6= xo
 ).
 �cxd ^ ⌘Dcxd ^ ⌘Tcxd !hdwcxdi(p > xr
 )
 ^[dwcxd]�(T � D ! p > x
 r
 )
 �
 ^ (p = xr
 ! o 6= xo
 )
 Proof. We proved Theorem 15 with KeYmaera X. Collisionavoidance [dwcxd](p = x
 r
 ! o 6= xo
 ) and liveness hdwcxdip >
 xr
 follow the approach in Theorem 12. The loop invariant used forproving that the robot always meets the deadline ensures that thereis sufficient time remaining until the deadline expires. Similarto the liveness proof in Theorem 12, the deadline is split intotwo phases, because the robot may not be able to pass safelyin front of the obstacle, so it may need to let the obstacle passfirst. Recall that T 0 when the obstacle is not yet past theintersection, so we characterize the worst-case remaining timeuntil the obstacle passed with minimum speed Vmin by T o�x
 o
 Vmin.
 kRecall o x
 o
 holds when the obstacle did not yet pass the intersection.
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 In case the obstacle is not yet past the intersection, the robot mustbe positioned such that it can pass in D � " time, so T 0 ^p+ A
 2 (D � ")2 > xr
 . Finally, once the obstacle passed, the robothas D � T time left to pass itself, which is summarized in T >
 0 ^ p+ smax(0, D � T ) + A
 2 max(0, D � T )2 > xr
 .
 Interpretation of Verification ResultsAs part of the verification activity, we identified crucial safetyconstraints that have to be satisfied in order to choose a newcurve or accelerate safely. These constraints are entirely symbolicand summarized in Table 6. Next, we analyze the constraints forcommon values of acceleration force, braking force, control cycletime, and obstacle distance (i. e., door width, corridor width).
 Safe Distances and VelocitiesStatic safety Recall safety constraint (13) from Model 2,
 which is justified by Theorem 1 to correctly capture when it is safeto accelerate in the presence of stationary obstacles o.
 kp� ok1 >s2
 2b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "s
 ◆(13*)
 The constraint links the current velocity s and the distance tothe nearest obstacle through the design parameters A (maximumacceleration), b (maximum braking force), and " (maximalcontroller cycle time). Table 7 lists concrete choices for theseparameters and the minimum safety distance identified by (13)in Model 2. All except the third robot configuration (whose
 Table 7. Static safety: minimum safe distance and maximumvelocity for select configurations(a) Minimum safe distance
 s⇥m
 s
 ⇤A⇥m
 s
 2
 ⇤b⇥m
 s
 2
 ⇤" [s] kp� ok [m]
 1 1 1 0.05 0.610.5 0.5 0.5 0.025 0.282 2 2 0.1 1.421 1 2 0.05 0.331 2 1 0.05 0.66
 (b) Maximum velocity through corridors and doors
 A⇥m
 s
 2
 ⇤b⇥m
 s
 2
 ⇤" [s] s
 ⇥m
 s
 ⇤
 Cor
 ridor
 kp�
 ok=
 1.25m
 1 1 0.05 1.480.5 0.5 0.025 1.092 2 0.1 1.851 2 0.05 2.082 1 0.05 1.43
 Doo
 rkp
 �ok
 =0.25m
 1 1 0.05 0.610.5 0.5 0.025 0.472 2 0.1 0.631 2 0.05 0.852 1 0.05 0.56
 movement and acceleration capabilities outperform its reaction
 time) lead to a reasonable performance in in-door navigationenvironments. Fig. 12 plots the minimum safety distance that aspecific robot configuration requires in order to avoid stationaryobstacles, obtained from (13) by instantiating the parameters A, b," and the current velocity s.
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 s
 kp� ok1
 (b) By velocity
 Figure 12. Safety distance for static safety
 Table 7b turns the question around and lists concrete choices forthese parameters and the resulting maximum safe velocity of therobot that (13) identifies.
 Table 8. Passive safety: minimum safe distance andmaximum velocity for select configurations(a) Minimum safe distance
 s⇥m
 s
 ⇤A⇥m
 s
 2
 ⇤b⇥m
 s
 2
 ⇤V⇥m
 s
 ⇤" [s] kp� ok [m]
 1 1 1 1 0.05 0.610.5 0.5 0.5 0.5 0.025 0.282 2 2 2 0.1 1.421 1 2 1 0.05 0.331 2 1 2 0.05 0.66
 (b) Maximum velocity through corridors and doors
 A⇥m
 s
 2
 ⇤b⇥m
 s
 2
 ⇤V⇥m
 s
 ⇤" [s] s
 ⇥m
 s
 ⇤
 Cor
 ridor
 kp�
 ok=
 1.25m
 1 1 1 0.05 0.770.5 0.5 0.5 0.025 0.692 2 2 0.1 0.611 2 1 0.05 0.42 1 2 0.05 1.3
 Doo
 rkp
 �ok
 =0.25m
 1 1 1 0.05 0.120.5 0.5 0.5 0.025 0.182 2 2 0.1 01 2 1 0.05 0.262 1 2 0.05 1
 Moving obstacles Below, we repeat the control constraint(23) from Model 3 for accelerating or choosing a new curve in thepresence of movable obstacles. The constraint introduces a newparameter V for the maximum velocity of obstacles.
 kp� ok1 >s2
 2b+ V
 s
 b+
 ✓A
 b+ 1
 ◆✓A
 2
 "2 + "(s+ V )
 ◆
 (23*)
 Prepared using sagej.cls

Page 35
                        

Mitsch et al. 35
 Fig. 13 plots the minimum safety distance that the robotneeds in order to maintain passive safety in the presence ofmoving obstacles. The maximum velocity in presence of movableobstacles can drop to zero when the obstacles move too fast, thecontroller cycle time or the maximum acceleration force are toolarge, or when the maximum available braking force is too small.
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 Figure 13. Safety distance for passive safety
 Fig. 14 compares the maximum velocity that the robot cantravel in order to avoid stationary vs. moving obstacles. Themaximum velocity is obtained from (13) and from (26) byinstantiating the parameters A, b, " and the distance to the nearestobstacle kp� ok. This way of reading the safety constraints (13)and (26) makes it possible to adapt the maximal desired velocityof the robot safely based on the current spatial relationships.
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 Figure 14. Comparison of safe velocities for static safety andpassive safety with acceleration A = 1 and braking b = 1
 Circular and Spiral MotionFig. 15a depicts the position and velocity changes of a robotaccelerating on a circle around a center point c = (2, 0). Therobot starts at p = (0, 0) as initial position, with s = 2 as initialtranslational velocity and ! = 1 as initial rotational velocity;
 Fig. 15d shows the resulting circular trajectory. Fig. 15b andFig. 15e show the resulting curve when braking (the robot brakesalong the curve and comes to a complete stop before completingthe circle). If the rotational velocity is constant (!0
 = 0), the robotdrives an Archimedean spiral with the translational and rotationalaccelerations controlling the spiral’s separation distance (a/!2).The corresponding trajectories are shown in Figures 15c and 15f.
 Proofs for dynamics with spinning (r = 0, ! 6= 0) andArchimedean spirals (!0
 = 0, a 6= 0) are available withKeYmaera, but we do not discuss them here.
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 Figure 15. Trajectories of the robot over time (top) or in planar space (bottom).
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