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            Detection and Avoidance of Semi-Transparent Obstacles using a Collective-Reward Based Approach Varun Raj Kompella and Peter Sturm Abstract— Most of the computer and robot-vision algorithms are designed mainly for opaque objects and non-opaque objects have received less attention, in spite of them being omnipresent in man-made environments. With an increasing usage of such objects, especially those made of glass, plastic etc., it becomes necessarily important to detect this class of objects while building a robot navigation system. Obstacle avoidance forms a primary yet challenging task in mobile robot navigation. The main objective of this paper is to present an algorithm to detect and avoid obstacles that are made of semi-transparent materials, such as plastic or glass. The algorithm makes use of a technique called the collective-reward based approach to detect such objects from single images captured by an uncalibrated camera in a live video stream. Random selection techniques are incorporated in the method to make the algorithm run in real- time. A mobile robot then uses the information after detection to perform an obstacle avoidance maneuver. Experiments were conducted on a real robot to test the efﬁcacy of the algorithm. I. I NTRODUCTION AND RELATED WORK (a) (b) Fig. 1. (a) A navigating robot with semi-transparent obstacles in its path. (b) Another view of the robot with a sample output shown on its desktop screen. Transparency has been a subject of research in the ﬁelds of psychology, vision and graphics. Among the earlier re- searchers studying the phenomenon of transparency, gestalt psychologist Metelli has been credited for making important and inﬂuential contributions to the theory of perceptual transparency [1]. Perceptual transparency is the phenomenon of seeing one surface behind another. Adelson and Anandan [2] used a linear model for the intensity of a transparent surface to achieve relationships between the X junctions at the boundary of transparent objects. These relationships categorize the X junctions leading to interpretations that support or oppose transparency. Transparency and its related problems have received rel- atively less attention in the computer vision research. Singh V.R. Kompella is with IDSIA, Lugano, Switzerland [email protected] P. Sturm is with INRIA Rhˆ one-Alpes, Grenoble, France [email protected] and Huang [3] discussed about the separation of transparent overlays from the background surfaces by making use of polarities of X junctions along the boundaries of objects. Schechner et al. [4] have used the concept of depth from focus along with reconstruction to separate such overlays. McHenry and Forsyth [5] used the edge information deter- mined by a Canny edge detector to capture cues relating to transparent objects across their boundaries. This method was later extended by McHenry and Ponce [6] with a region- based approach along with the edge information to classify regions as transparent or not. One of the issues reported by the authors was that an initial segmentation may merge some parts of the transparent object with parts of the background and this cannot be recovered later in the process. Also, as the algorithm is dependent on the edge cues for connecting regions, it might lead to problems if the object has weak edges or if the background edges intersect the glass object. Lately, with an increasing usage of objects made of glass in man-made environments, a mobile robot navigating in an ofﬁce would need to avoid colliding with such obstacles on its path. Figure 1(a) shows a scenario where the robot has two semi-transparent obstacles on its path. In addition, water and oil spills on the ﬂoor are also some of the important examples that fall under the class. The algorithm presented in this paper would enable a mobile robot to perform successful collision avoidance against such class of obstacles. Figure 1(b) shows a sample output of the detection process. Also, the technique can be further extended to carry out several other strategies such as self-localization of a mobile robot in the presence of glass doors etc. A few of the major constraints when it comes to robotic vision algorithms are the computational time and system cost i.e., the algorithm has to run in real-time with limited resources. We used random selection techniques to reduce the computational time. II. FEATURE CUES This section presents a description of the features-cues used in our algorithm that are usually present with semi- transparent objects. The following cues are quantiﬁed via feature-reward functions, details of which are later discussed in Section III-A. Highlights and Caustics: Transparent objects are usually highly specular and refractive, therefore the presence of highlights and caustics increases the probability of a possible transparent material around. These highlights are found in an image using the method discussed in [9]. Color: Semi-transparent objects like glass, plastic, etc. gen- erally have impurities and also due to the presence of specu- 2011 IEEE International Conference on Robotics and Automation Shanghai International Conference Center May 9-13, 2011, Shanghai, China 978-1-61284-385-8/11/$26.00 ©2011 IEEE 3469 
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Detection and Avoidance of Semi-Transparent Obstacles using aCollective-Reward Based Approach
 Varun Raj Kompella and Peter Sturm
 Abstract— Most of the computer and robot-vision algorithmsare designed mainly for opaque objects and non-opaque objectshave received less attention, in spite of them being omnipresentin man-made environments. With an increasing usage of suchobjects, especially those made of glass, plastic etc., it becomesnecessarily important to detect this class of objects whilebuilding a robot navigation system. Obstacle avoidance formsa primary yet challenging task in mobile robot navigation. Themain objective of this paper is to present an algorithm todetect and avoid obstacles that are made of semi-transparentmaterials, such as plastic or glass. The algorithm makes use of atechnique called the collective-reward based approach to detectsuch objects from single images captured by an uncalibratedcamera in a live video stream. Random selection techniques areincorporated in the method to make the algorithm run in real-time. A mobile robot then uses the information after detectionto perform an obstacle avoidance maneuver. Experiments wereconducted on a real robot to test the efficacy of the algorithm.
 I. INTRODUCTION AND RELATED WORK
 (a) (b)
 Fig. 1. (a) A navigating robot with semi-transparent obstacles in its path.(b) Another view of the robot with a sample output shown on its desktopscreen.
 Transparency has been a subject of research in the fieldsof psychology, vision and graphics. Among the earlier re-searchers studying the phenomenon of transparency, gestaltpsychologist Metelli has been credited for making importantand influential contributions to the theory of perceptualtransparency [1]. Perceptual transparency is the phenomenonof seeing one surface behind another. Adelson and Anandan[2] used a linear model for the intensity of a transparentsurface to achieve relationships between the X junctionsat the boundary of transparent objects. These relationshipscategorize the X junctions leading to interpretations thatsupport or oppose transparency.
 Transparency and its related problems have received rel-atively less attention in the computer vision research. Singh
 V.R. Kompella is with IDSIA, Lugano, [email protected]
 P. Sturm is with INRIA Rhone-Alpes, Grenoble, [email protected]
 and Huang [3] discussed about the separation of transparentoverlays from the background surfaces by making use ofpolarities of X junctions along the boundaries of objects.Schechner et al. [4] have used the concept of depth fromfocus along with reconstruction to separate such overlays.McHenry and Forsyth [5] used the edge information deter-mined by a Canny edge detector to capture cues relatingto transparent objects across their boundaries. This methodwas later extended by McHenry and Ponce [6] with a region-based approach along with the edge information to classifyregions as transparent or not. One of the issues reported bythe authors was that an initial segmentation may merge someparts of the transparent object with parts of the backgroundand this cannot be recovered later in the process. Also, asthe algorithm is dependent on the edge cues for connectingregions, it might lead to problems if the object has weakedges or if the background edges intersect the glass object.
 Lately, with an increasing usage of objects made of glassin man-made environments, a mobile robot navigating in anoffice would need to avoid colliding with such obstacles onits path. Figure 1(a) shows a scenario where the robot has twosemi-transparent obstacles on its path. In addition, water andoil spills on the floor are also some of the important examplesthat fall under the class. The algorithm presented in this paperwould enable a mobile robot to perform successful collisionavoidance against such class of obstacles. Figure 1(b) showsa sample output of the detection process. Also, the techniquecan be further extended to carry out several other strategiessuch as self-localization of a mobile robot in the presence ofglass doors etc. A few of the major constraints when it comesto robotic vision algorithms are the computational time andsystem cost i.e., the algorithm has to run in real-time withlimited resources. We used random selection techniques toreduce the computational time.
 II. FEATURE CUES
 This section presents a description of the features-cuesused in our algorithm that are usually present with semi-transparent objects. The following cues are quantified viafeature-reward functions, details of which are later discussedin Section III-A.Highlights and Caustics: Transparent objects are usuallyhighly specular and refractive, therefore the presence ofhighlights and caustics increases the probability of a possibletransparent material around. These highlights are found in animage using the method discussed in [9].Color: Semi-transparent objects like glass, plastic, etc. gen-erally have impurities and also due to the presence of specu-
 2011 IEEE International Conference on Robotics and AutomationShanghai International Conference CenterMay 9-13, 2011, Shanghai, China
 978-1-61284-385-8/11/$26.00 ©2011 IEEE 3469
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lar reflections, the background color is slightly distorted. Crand Cb components of the Y CrCb color model [10] is usedin this regard.Saturation: Transparent objects have a slight blurring effecton the background. The pixels belonging to these blurredregions tend to have less vivid colors than pixels correspond-ing to the unblurred region [11]. Therefore these pixels haverelatively lower saturation values.Intensity: Intensity plays a major role for backgrounds withtexture. Michelson’s contrast constraint is used as it has beenshown in [1] that transparency lowers its value.Cross-Correlation Measure: Distortion produced by asemi-transparent object can also be captured by a regionanalysis. The normalized cross-correlation score is calculatedat each point and the values of maximum and minimum areused to determine the presence of semi-transparent objects.
 III. COLLECTIVE-REWARD BASED APPROACH
 This section discusses details of the collective-rewardbased approach for the detection of semi-transparent objectsin an image. A native version of the algorithm, presented in[7], performs a reasonably accurate segmentation of semi-transparent objects in the order of 10-30 secs on a PentiumIV machine. The method presented in this paper is a signif-icant modification, to make the algorithm work in real-timein order to suit to a robotic application.
 Images of semi-transparent objects typically contain thedistorted features of what lies behind the objects [8]. Al-though we know that objects like glass, plastic, etc. notonly transmit light but also reflect the light coming from thesurrounding objects, typically from the foreground. There-fore, the pixels corresponding to the semi-transparent objectshave features similar to the pixels corresponding to thebackground in addition to those of the foreground. As in asingle image there is no access to the actual features of theregions behind the semi-transparent object, the surroundingpixel information is used instead. For a given input image,the boundary corresponding to the semi-transparent object isnot known. Therefore, an arbitrarily selected rectangular hy-pothetical region R is used to calculate the feature distortionvalues for pairs of points in the image. The selection of R isautomated to perform the obstacle detection and avoidanceautonomously (refer Section IV). For each point interior inR, feature-distortion is calculated from the pixels exteriorto R. These distortion values are then aggregated by usingthe collective-reward based technique to classify whether theinterior point belongs to a semi-transparent object or not.
 A Collective-reward based approach is the process ofclassifying a point by aggregation of the results foundfrom a reward-generation scheme where, the point and itscorresponding suitably-fit points participate. The suitably-fitpoints are found using Support Fitness Functions and thereward-generation scheme is a collection of complementaryfunctions called the Feature Reward Functions that acton the features related to the semi-transparent object. Thefollowing sub-sections discuss details of several elements ofthe algorithm starting from the quantification of the feature
 cues, weighting functions and finally the collective-rewardgeneration and classification.
 A. Feature Reward Functions
 The feature cues discussed in Section II are quantified andthe distortion is calculated by using a set of feature-rewardfunctions. Feature reward functions are probability densityfunctions of the semi-transparent points for a given featuredistortion value. The feature distortion is either calculated asa difference d in the feature-values or a difference-measurein other attributes of the points belonging to the semi-transparent object and their counterpart background points.Therefore, the reward functions emphasize on the differencebetween the semi-transparent object vs background overbackground vs background or opaque vs background regions,where opaque regions stand for the objects different frombackground. Feature-reward functions for the feature cuesCr,Cb and saturation are generated by an offline trainingwhile for the rest, a handset-model is used.Offline-trained feature reward functions: To constructreward-functions for features f belonging to (Cr,Cb andsaturation), we calculated the population of points belong-ing to the semi-transparent objects from a sample-set for agiven feature difference d. So, the reward function Rw isgiven by
 Rw(d) =
 (ntrd
 ntrd + nbgd
 ), d ∈ (0, G) (1)
 where, ntrd and nbgd are the number of points belongingto the semi-transparent object (PT ) and background (PB)respectively for a given feature difference d. The sample-setis equal to the sum of ntrd and nbgd . The interval (0, G) is therange-interval of the difference d for a given feature f . Thequantities ntrd and nbgd in (1) are found from the histogramsof feature-difference values between a set of points belongingto the PT ∪ PB and a set that contains only points from asimilar background. The reward functions of features Cr,Cband saturation are computed in this manner.Handset Model: A gaussian function is used forhighlights, with euclidean distance between a point andthe closest highlight-point as an argument. A Threshold forMichelson’s contrast and normalized cross-correlation valuesare used for intensity and cross−correlation feature cues.
 B. Support Fitness Functions
 For each point pi interior to the region R, rewards arecomputed using the points pe exterior to R. Usage of allthe exterior points for this purpose was found to be notfruitful because only few exterior points, which are similarto the actual inaccessible point behind the transparent sur-face, are useful in characterizing whether the correspondinginterior point belongs to a semi-transparent object or not.Therfore, an aggregation over all the points could lead toan erroneous result. Besides, computing over all the pointsis computationally expensive. Therfore, a set of weightingfunctions called the Support Fitness Functions are used to
 3470
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(a) (b)
 (c) (d)
 Fig. 2. Figures (a)-(b) illustrate the selection of k exterior-points based onrandom-distribution modeled using clusters fitness function. Blue rectangledenotes the region R and green rectangle denotes the rejection samplingmask. The interior point pi is highlighted by a red boundary for visualiza-tion. The color of a point indicates the cluster it belongs to. (a) Interiorpoint belongs to green cluster, therefore majority of the exterior pointsselected are from green cluster (background). (b) Interior point belongsto blue cluster, therefore majority of the exterior points selected are fromblue cluster (opaque object) and few from the green cluster. Figures (c)-(d)illustrate the rejection sampling mask selection.
 find a limited k suitably-fit exterior points for each interiorpoint for collective reward generation and classification.
 A Support Fitness Function is a weighting function thatprovides a fitness score to each of the connections dependingon whether an interior point pi is a suitable semi-transparentcounterpart of an exterior point pe. The term ”connection”is used to denote an association made between a pair ofpoints (pi, pe). Two fitness functions called the ClustersFitness Function and Distance Fitness Function are used.Clusters fitness function gives higher fitness values to theexterior points that fall into the color clusters that are close interms of centers of gravity (mean-distance (md)) and clusterrank (cind) with respect to the cluster of the interior point.Clustering of points is carried out in Cr − Cb color space.A gaussian model (2) is used with mean-distance and sorted(Bubble Sort) cluster rank as arguments. Cluster rank is usedin order to add separation to closely connected clusters andconnect distant clusters that have consecutive ranks. TheClusters fitness function is given by:
 WCj = e−(
 c2ind2σ2c
 +md2
 2σ2d
 )(2)
 Where, σc and σd are the standard deviations with respectto cluster-index (cind) and absolute mean distance (md)respectively.Distance fitness function gives more emphasis to the fitnessvalues of the exterior points that are close in terms ofeuclidean distance to the interior point.
 Random Selection using Clusters Fitness Function:Evaluating the fitness values for every connection pair inorder to find the best k connections turned out to be timeconsuming. In order to improve the computational speed,we resorted for the k-points selection based on randomdistribution modeled using the clusters fitness function. All
 (a) (b)
 (c) (d)
 Fig. 3. (a) Figure shows a sample image with a semi-transparent object. (b)A rectangular region denoted by red points is selected. (c) The outcome ofcoarse clustering, with a lower point-node sampling ratio inside the regionR. (d) k exterior-points selected for each interior point using the rejectionmask. The points inside the region R are highlighted by red boundary for thesake of visualization. The color of the points indicate the cluster it belongsto.
 the point-nodes are stacked based on the cluster they fall into.The distribution model is generated for each cluster using thecluster fitness function. This model determines how manypoints (of the k points) have to be selected from each of thecluster stacks. The k exterior points for each interior pointare then found by collecting the corresponding number ofpoints randomly from each cluster stack. This ensures thateach interior point has more connections with the points ofthe same cluster and less for slightly different clusters andeven lesser with the points of largely different clusters.Rejection Sampling using Distance Fitness Function:Because points in an individual cluster stack are selecteduniformly randomly, their spatial positions in the imagecould be distributed anywhere in the cluster. As discussedabove, the correlations are much better for the points that areclose. Therefore, we made use of rejection sampling basedon the distance fitness function in order to limit the randomselection to closer distances. The mask for the rejectionsampling for each interior point pi is given by a rectanglewith dimensions equal to the region R and centered at thepoint (pi.x, pi.y + 40), where pi.x is the x-coordinate andpi.y is the y-coordinate of the interior point pi. An offsetof 40 is selected so as to avoid the distortion due to theperspective blur by taking more points in the front.
 Figure 2(a) shows an image with a semi-transparent objectplaced on an opaque object. The blue rectangle is thehypothetical region R and the green rectangle is the maskfor the rejection sampling. The points belonging to the samecluster are shown by the same color in the figure. We cansee that the interior point which is highlighted by a redcircular boundary belongs to the color cluster similar tothat of the floor. Therefore we find that the majority of theexterior points selected are of the same color cluster andonly few points are selected from the cluster belonging tothe opaque object which is indicated by blue color. Figure2(b) shows a similar image with a different interior point
 3471
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pi. The highlighted interior point now belongs to the clusterof the opaque object, therefore the majority of the exteriorpoints selected are from the opaque object and only feware from the background. Figures 2(c) and 2(d) illustrate therandom selection of the exterior points based on the rejectionsampling with respect to the mask (green rectangle). In theFigure 2(c) the interior point which is at the top left has themask situated such that the majority of the points taken areclose to it. And in Figure 2(d) the mask is at a differentlocation collecting points on the right side of the region R.
 To make it computationally tractable the point nodesconsidered in the algorithm are further sampled. As the mainobjective of the robot is, to detect and approximately locatethe object in the image, we may relax on finding the actualboundary and shape of the body and detect it as a blob. Sowe sampled the point nodes inside the region R as 1 node to20 pixels and the point nodes outside the region R as 1 nodeto 10 pixels. It is important to have a higher sampling rateoutside than inside. Figure 3(a) shows a sample image witha semi-transparent object. Figure 3(b) shows the sampledpoint nodes, the points colored red are interior points andthe points colored green are exterior points of the region Rselected in the the image. Red points are sampled 1-20 node-pixels and green points are sampled 1-10 node-pixels. Thecoarse clustering output of the image is shown in the Figure3(c). Figure 3(d) shows the random selection of the pointsoutside the region. It can see that the points are concentratedwithin a rectangular region by rejection sampling.
 C. Collective Reward and Classification
 Collective reward is the aggregated result of a feature-reward function acting on all the connections between aninterior point and the corresponding suitably-fit k exteriorpoints. For each feature-cue f ∈ {Highlights, Cr, Cb, Satu-ration, Intensity and Cross-correlation}, a collective reward isfound for every point pi interior to R. Let Ifi,j , j ∈ (1, ..., k)denote the reward generated by a feature reward function(see Section III-A) of a feature f , for the connection pair(pi, pe), where pe belongs to the suitably-fit k points foundvia support fitness functions (see Section III-B). From thereward functions of each feature f discussed in Section III-A and with the calculated feature distortion d as an argument,the reward for each connection given by
 Ifi,j = Rw(d) (3)
 Let Ifi denote the collective reward for each point pi interiorto R and for each feature f ∈{Highlights, Cr, Cb, Saturation,Intensity and Cross-correlation}. It is calculated using (4)
 Ifi =1
 W′1
 (W1I
 fi,1 +W2I
 fi,2 + ...+WkI
 fi,k
 )(4)
 Where {W1,W2, ...,Wk} are the weights denoting the fitnessvalue (computed as explained in Section III-B) of eachconnection (pi 7→ p1e, pi 7→ p2e, ..., pi 7→ pke), ∀pi ∈ RI .W
 ′
 1 is a normalization factor equal to (W1+W2+ ...+Wk).Collective rewards (Ifi ) for each feature f ∈{Highlights, Cr,
 Cb, Saturation, Intensity and Cross-correlation} are deter-mined. However, we found that each of the individual featurefunctions turn out to be weak classifiers for semi-transparentobject detection and therefore an ensemble of classifiers isformed to generate a strong classifier. The total collectivereward Ii for each point pi ∈ RI is then found as an outputto the strong classifier.
 IV. REGION SELECTION AND OBSTACLE AVOIDANCE
 (a) (b)
 (c) (d)
 Fig. 4. (a) Figure illustrates an image containing a semi-transparentobject with an optimal sized region R. The region is shaded because thedetection ratio crossed the threshold. (b) Figure illustrates the case when Ris too large with a possible miss-detection and also leads to a large objectlocalization error in the image. (c) Figure illustrates the case when R is toosmall. Possible miss-detection due to inter-transparent point comparisons.(d) Figure shows the advantage of random sampling over the deterministicapproach for the region R as shown.
 The next important task is the selection of the hypotheticalregion R. The main objective behind its selection is to checkfor the presence of semi-transparent objects in the entireimage and also approximately localize the object’s positionin the image. The region selected has to be scanned acrossthe image to detect semi-transparent objects in the entireimage. For the localization of the object’s position in theimage, we note down all those regions where the ratio of thedetected transparent points to the total number of points inthe region, termed as Detection-Ratio, is greater than 0.25.Figure 4(a) shows an illustration of a semi-transparent objectand a region selected. The region is shown highlighted asthe detection ratio has crossed the threshold of 0.25. Figure4(b) shows an illustration with a larger region used for thedetection. For this region there is a chance that the detectionratio might not cross the threshold resulting in a missdetection. It may also be ineffective in localizing the positionof the objects in the image. Figure 4(c) shows a similarillustration with a smaller region used for the detection.The interior part of an obstacle will not get detected as thecomparisons are made between the points of the same objectas shown in the figure 4(c).
 As the robot moves towards an object, the object’s pro-jected image size increases, therefore a region which isnot too small or not too large is selected for a successfulldetection. We used a region of area equal to 1
 12 Image-area. It
 3472
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is also interesting to note that the random-selection approachhas a slight advantage over the deterministic approach forthe detection of inner regions of semi-transparent objectsusing a region as shown in the Figure 4(d). The deter-ministic approach would take the best points surroundingthe region which turn out to be the closest points in theexample shown in the figure. Therefore, the comparisonsbetween the points of the semi-transparent object will bemade resulting in a zero reward leading to a miss detection.But, with the random-selection approach, the points arerandomly distributed about the region and therefore there isa better chance of detecting at least a few points inside theregion meeting the threshold for the detection ratio. Once theobject’s position in the image is localized we make use of aheuristic closed loop turn maneuver algorithm for the robotto avoid the detected obstacles (See Algorithm 1). We makeuse of 12 regions spanned accross the image for the obstacleavoidance. The velocity of the robot reduces if the numberof regions highlighted in the top row (NtopR) is greater than0, while the bottom row is responsible for the turn maneuver.Based on the number of regions highlighted left (N left
 bottomR)or right (Nright
 bottomR), a respective turn maneuver is generated.
 Algorithm 1 Semi-transparent obstacle avoidance usingcollective-reward based approach
 for each region R dofor each pi ∈ R do
 for each feature f dofind the k-point neighborhood via random selectioncompute fitness values ∀k pointscompute the feature-reward valuescompute the collective-reward value
 end forclassify pi using ensemble of feature-classifiers
 end forHighlight R if Detection-Ratio > 0.25
 end forif NtopR > 0 then
 reduce robot speedend ifif N left
 bottomR ≥ NrightbottomR then
 turn rightelse
 turn leftend if
 V. EXPERIMENTAL RESULTS
 In this section, we will present the experimental resultsconducted using images captured from a web camera ona mobile robotic platform. Figures 5 show the algorithmicresponse for the corresponding sample image. We can see inthe Figure 5(b) that the semi-transparent object is detectedand localized in the image using rectangular blue regions.A total of 12 regions are used for a single image and whenthe detection ratio crosses the threshold, the correspondingregion gets highlighted as shown in the Figures 5(b) and
 (a) (b)
 (c) (d)
 Fig. 5. Figures (a)-(d) show a few semi-transparent objects and thecorresponding detection results. The location of the object in the imageis found as the highlighted rectangular regions in which the detection ratiohas crossed the threshold.
 (a) (b)
 (c) (d)
 Fig. 6. Figures (a)-(d) show a few semi-transparent objects and thecorresponding detection results. Figure (b) shows that the algorithm onlydetects semi-transparent objects.
 (a) (b) (c)
 Fig. 7. Figures (a)-(c) show a comparison between the outputs of boththe native approach and the modified approach of the algorithm. (a) Sampleinput image (b) Result of the modified approach (c) Result of the nativeapproach
 (d). Figure 6(a) shows another input image with a semi-transparent object along with an opaque object. The result(Figure 6(b)) shows that only the semi-transparent object isdetected. Figures 6(c)-(d) show another example-pair with adifferent object in the scene.
 Figure 7 shows the outputs of both the native approachpresented in [7] and the one presented in this paper comparedwith each other. It has been reported in [7] that the nativeapproach performed pretty good (given the difficulty of thetask) with a precision rate of 77.19% and a recall rate of
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(a) (b)
 (c) (d)
 (e) (f)
 Fig. 8. Figures (a)-(f) show snapshots taken from a video of the robotperforming obstacle avoidance using the modified collective-reward basedapproach. The robot moves towards the obstacle on the right and then avoidsit when a bottom rectangle region gets highlighted as shown in the figure(d).
 65.84% over a dataset of 50 images. The native approachis more accurate, as expected, than the modified approach.On the contrary the modified approach is much faster. Theexecution time on a Pentium IV 1GHz (single core) machinefor both the algorithms is found out to be equal to 10.274seconds for the native approach and 1.671 seconds forthe modified approach. Therefore the modified approach isapproximately 6-7 times faster than the native approach.The reward-generation block takes about 1 sec. The regionused for this comparison was one that encompasses mostpart of the image. Although for the obstacle avoidance weuse smaller regions to make the avoidance decision fasterrelatively. We also conducted experiments on a real robot.The turn-trigger signal to the robot is generated as soonas a region corresponding to the bottom-most row getshighlighted. For example, in the Figure 6(d), we can see that4 rectangular regions are highlighted with 3 in the middlerow and 1 in the bottom row. Therefore, the robot receives acontrol signal to turn right. Figures 8 and 9 show snapshotstaken from a video of the robot while performing the obstacleavoidance with semi-transparent obstacles on its path.
 VI. CONCLUSIONS AND FUTURE WORK
 We proposed an approach to detect the presence of trans-parent obstacles and perform obstacle avoidance using thecollective-reward based approach. This approach makes useof the dependency between the points belonging to thetransparent object and the points that are situated around.Using random selection techniques the algorithm works inquasi real-time on a pentium IV machine. We look forwardto carry out several other important applications such as
 (a) (b)
 (c) (d)
 (e) (f)
 Fig. 9. Figures (a)-(f) show snapshots taken from a video of the robotperforming obstacle avoidance using the modified collective-reward basedapproach. (b) The robot detects the obstacle on the right. (c) It turns leftand moves towards the obstacle on the left. (d) The bottom-left rectangularregion gets highlighted, it then turns right. (e)-(f) The robot passes throughthe space between the two obstacles.
 localization and mapping of the robot looking through aglass door. The collective-reward based approach could wellbe used to detect other kinds of transparent media like dimshadows, water-spill or any material that creates a percept oftransparency.
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