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1
 A Partition-based Method for String Similarity Joins withEdit-Distance Constraints
 GUOLIANG LI, DONG DENG, and JIANHUA FENGTsinghua University
 As an essential operation in data cleaning, the similarity join has attracted considerable attention from thedatabase community. In this paper, we study string similarity joins with edit-distance constraints, whichfind similar string pairs from two large sets of strings whose edit distance is within a given threshold.Existing algorithms are efficient either for short strings or for long strings, and there is no algorithm that canefficiently and adaptively support both short strings and long strings. To address this problem, we proposea new filter, called the segment filter. We partition a string into a set of segments and use the segments asa filter to find similar string pairs. We first create inverted indices for the segments. Then for each string,we select some of its substrings, identify the selected substrings from the inverted indices, and take stringson the inverted lists of the found substrings as candidates of this string. Finally, we verify the candidates togenerate the final answer. We devise efficient techniques to select substrings and prove that our method canminimize the number of selected substrings. We develop novel pruning techniques to efficiently verify thecandidates. We also extend our techniques to support normalized edit distance. Experimental results showthat our algorithms are efficient for both short strings and long strings, and outperform state-of-the-artmethods on real-world datasets.
 Categories and Subject Descriptors: H.2.4 [Database Management]: Systems—Query Processing
 General Terms: Algorithms, Performance, Theory, Design
 Additional Key Words and Phrases: String Similarity Join, Edit Distance, Segment Filter
 1. INTRODUCTIONA string similarity join between two sets of strings finds all similar string pairsfrom the two sets. For example, consider two sets of strings {vldb, sigmod, . . . } and{pvldb, icde, . . . }. We want to find all similar pairs, e.g., ⟨vldb, pvldb⟩. Many similari-ty functions have been proposed to quantify the similarity between two strings, such asJaccard similarity, Cosine similarity, and edit distance. In this paper, we study stringsimilarity joins with edit-distance constraints, which, given two large sets of strings,find all similar string pairs from the two sets, such that the edit distance between eachstring pair is within a given threshold. The string similarity join is an essential opera-tion in many applications, such as data integration and cleaning, near duplicate objectdetection and elimination, and collaborative filtering [Xiao et al. 2008a].
 Existing methods can be broadly classified into two categories. The first one uses afilter-and-refine framework, such as Part-Enum [Arasu et al. 2006], All-Pairs-Ed [Ba-yardo et al. 2007], ED-JOIN [Xiao et al. 2008a]. In the filter step, they generate signa-tures for each string and use the signatures to generate candidate pairs. In the refine
 Author’s address: Department of Computer Science and Technology, Tsinghua National Laboratory forInformationScience and Technology (TNList), Tsinghua University, Beijing 100084, China; email: [email protected] to make digital or hard copies of part or all of this work for personal or classroom use is grantedwithout fee provided that copies are not made or distributed for profit or commercial advantage and thatcopies show this notice on the first page or initial screen of a display along with the full citation. Copyrightsfor components of this work owned by others than ACM must be honored. Abstracting with credit is per-mitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any componentof this work in other works requires prior specific permission and/or a fee. Permissions may be requestedfrom Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212)869-0481, or [email protected]⃝ 2012 ACM 0362-5915/2012/06-ART1 $15.00DOI:http://dx.doi.org/10.1145/0000000.0000000
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 step, they verify the candidate pairs to generate the final result. However, these ap-proaches are inefficient for the datasets with short strings (e.g., person names and lo-cations) [Wang et al. 2010]. The main reason is that they cannot select high-quality sig-natures for short strings and will generate large numbers of candidates which need tobe further verified. The second one, TRIE-JOIN [Wang et al. 2010], adopts a trie-basedframework, which uses a trie structure to share prefixes and utilizes prefix pruning toimprove the performance. However TRIE-JOIN is inefficient for long strings (e.g., pa-per titles and abstracts). There are two main reasons. First it is expensive to traversethe trie with long strings. Second long strings have a small number of shared prefixesand TRIE-JOIN has limited pruning power.
 If a system wants to support both short strings and long strings, we have to imple-ment and maintain two separate codes, and tune many parameters to select the bestmethod. To alleviate this problem, it calls for an adaptive method which can efficient-ly support both short strings and long strings. In this paper we propose a new filter,called the segment filter, and devise efficient filtering algorithms. We devise a parti-tion scheme to partition a string into a set of segments and prove that if a string s issimilar to string r, s must have a substring which matches a segment of r. Based onthis observation, we use the segments as a filter and propose a segment-filter basedframework. We first partition strings into segments and create inverted indices forthe segments. Then for each string s, we select some of its substrings and search forthe selected substrings in the inverted indices. If a selected substring appears in theinverted index, each string r on the inverted list of this substring (i.e., r contains thesubstring) may be similar to s, and we take r and s as a candidate pair. Finally we ver-ify the candidate pairs to generate the final answer. We develop effective techniquesto select high-quality substrings and prove that our method can minimize the numberof selected substrings. We also devise novel pruning techniques to efficiently verify thecandidate pairs. To summarize, we make the following contributions.
 • We propose a segment-filter-based framework. We first partition strings into a set ofsegments. Then given a string, we select some of its substrings and take those stringswhose segments match one of the selected substrings as the candidates of this string.We call this pruning technique the segment filter. Finally we verify the candidates togenerate the final answer.
 • To improve the segment-filter step, we discuss how to effectively select substringsand prove that our method can minimize the number of selected substrings.
 • To improve the verification step, we propose a length-aware method, an extension-based method, and an iterative-based method to efficiently verify a candidate.
 • We extend our techniques to support normalized edit distance and R-S join.
 • We have conducted an extensive set of experiments. Experimental results show thatour algorithms are very efficient for both short strings and long strings, and outper-form state-of-the-art methods on real-world datasets.
 The rest of this paper is organized as follows. We formalize our problem in Section 2.Section 3 introduces our segment-filter-based framework. We propose to effectivelyselect substrings in Section 4 and develop novel techniques to efficiently verify candi-dates in Section 5. We discuss how to support normalized edit distance and R-S join inSection 6. Experimental results are provided in Section 7. We review related work inSection 8 and make a conclusion in Section 9.
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:3
 2. PROBLEM FORMULATIONGiven two collections of strings, a similarity join finds all similar string pairs fromthe two collections. In this paper, we use edit distance to quantify the similarity be-tween two strings. Formally, the edit distance between two strings r and s, denotedby ED(r, s), is the minimum number of single-character edit operations (i.e., inser-tion, deletion, and substitution) needed to transform r to s. For example, ED(“kausicchakduri”, “kaushuk chadhui ”) = 6.
 Here two strings are similar if their edit distance is not larger than a specified edit-distance threshold τ . We formalize the problem of string similarity joins with edit-distance constraints as follows.
 Definition 2.1 (String Similarity Joins). Given two sets of strings R and S and anedit-distance threshold τ , a similarity join finds all similar string pairs ⟨r, s⟩ ∈ R × Ssuch that ED(r, s) ≤ τ .
 In the paper we first focus on self join (R = S). We will discuss how to support R-Sjoin (R ̸= S) in Section 6. For example, consider the strings in Table I(a). Suppose theedit-distance threshold τ = 3. ⟨“kaushik chakrab”, “caushik chakrabar”⟩ is a similarpair as their edit distance is not larger than τ .
 Table I.A set of strings
 (a) Strings (b) Sorted by Length (Ascending) (c) Sorted by Length (Descending)Stringsavatareshacaushik chakrabarkaushik chakrabkaushuk chadhuikausic chakdurivankatesh
 ID Strings Lens1 vankatesh 9s2 avataresha 10s3 kaushik chakrab 15s4 kaushuk chadhui 15s5 kausic chakduri 15s6 caushik chakrabar 17
 ID Strings Lens6 caushik chakrabar 17s5 kausic chakduri 15s4 kaushuk chadhui 15s3 kaushik chakrab 15s2 avataresha 10s1 vankatesh 9
 3. THE SEGMENT FILTER BASED FRAMEWORKWe first introduce a partition scheme to partition a string into several disjoint seg-ments (Section 3.1), and then propose a segment filter based framework (Section 3.2).
 3.1. Partition SchemeGiven a string s, we partition it into τ+1 disjoint segments, and the length of each seg-ment is not smaller than one∗. For example, consider string s1=“vankatesh”. Supposeτ = 3. We can partition s1 into τ + 1 = 4 segments, e.g., {“va”,“nk”,“at”, “esh”}.
 Consider two strings r and s. If s has no substring that matches a segment of r, thens cannot be similar to r based on the pigeonhole principle as stated in Lemma 3.1.
 LEMMA 3.1. Given a string r with τ + 1 segments and a string s, if s is similar to rwithin threshold τ , s must contain a substring which matches a segment of r.
 PROOF. We prove it by contradiction. Suppose string s contains no substring whichmatches a segment of string r. In other words, any segment of r will not match anysubstring of s. Thus for any transformation T from r to s, in each segment of r there atleast exists one edit operation. That is in any transformation T there are at least τ +1edit operations. This contradicts that s is similar to r. Thus s must contain a substringwhich matches a segment of r.
 ∗The length of string s(|s|) should be larger than τ , i.e., |s| ≥ τ + 1.
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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 In other words, if s is similar to r, then s must contain a substring matching a seg-ment of r. For example, consider the strings in Table I. Suppose τ = 3. s1 = “vankatesh”has four segments {“va”, “nk”, “at”, “esh”}. As strings s3, s4, s5, s6 have no substringwhich matches segments of s1, they are not similar to s1.
 Given a string, there could be many strategies to partition the string into τ + 1segments. A good partition strategy can reduce the number of candidate pairs and im-prove the performance. Intuitively, the shorter a segment of r is, the higher probabilitythe segment appears in other strings, and the more strings will be taken as r’s candi-dates, thus the pruning power is lower. Based on this observation, we do not want tokeep short segments in the partition. In other words, each segment should have nearlythe same length. Accordingly we propose an even-partition scheme as follows.
 Consider a string s with length |s|. In even partition scheme, each segment has alength of ⌊ |s|
 τ+1⌋ or ⌈ |s|τ+1⌉, thus the maximal length difference between two segments is
 1. Let k = |s|−⌊ |s|τ+1⌋∗ (τ +1). In even partition, the last k segments have length ⌈ |s|
 τ+1⌉,and the first τ + 1 − k ones have length ⌊ |s|
 τ+1⌋. For example, consider s1=“vankatesh”and τ = 3. Then length of s1 (|s1|) is 9. k = 1. s1 has four segments {“va”,“nk”,“at”,“esh”}.
 Although we can devise other partition schemes, it is time consuming to select agood partition strategy. Note that the time for selecting a partition strategy shouldbe included in the similarity-join time. In this paper we focus on the even-partitionscheme and leave how to select a good partition scheme as a future work.
 3.2. The Segment-Filter-based FrameworkWe have an observation that if a strings s does not have a substring that matches asegment of r, we can prune the pair ⟨s, r⟩. We use this feature to prune large numbersof dissimilar pairs. To this end, we propose a segment-filter-based framework, calledSEGFILTER. Figure 1 illustrates our framework.
 …
 …
 …
 Sl
 S|s|
 S|s|-
 s
 Visited
 Unvisited
 Current
 Ll1
 st
 …
 Lli
 …i
 …
 Ll…
 …
 Add segments to L|s|1, ..., L|s|
 Substring Selection
 Verification
 Indexes
 Remove Lk1, ..., Lk k s
 …
 …
 …
 …
 Fig. 1. SEGFILTER framework
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A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:5
 For ease of presentation, we first introduce some notations. Let Sl denote the set ofstrings with length l and Si
 l denote the set of the i-th segments of strings in Sl. Webuild an inverted index for each Si
 l , denoted by Lil. Given an i-th segment w, let Li
 l(w)denote the inverted list of segment w, i.e., the set of strings whose i-th segments arew. We use the inverted indices to do similarity joins as follows.
 We first sort strings based on their lengths in ascending order. For the strings withthe same length, we sort them in alphabetical order. Then we visit strings in order.Consider the current string s with length |s|. We find s’s similar strings among thevisited strings using the inverted indices. To efficiently find such strings, we createindices only for visited strings to avoid enumerating a string pair twice. Based onlength filtering [Gravano et al. 2001], we check whether the strings in Li
 l (|s| − τ ≤ l ≤|s|, 1 ≤ i ≤ τ + 1) are similar to s. Without loss of generality, consider inverted indexLil. We find s’s similar strings in Li
 l as follows.
 • SUBSTRING SELECTION: If s is similar to a string in Lil, then s should contain a
 substring which matches a segment in Lil. A straightforward method enumerates all
 of s’s substrings, and for each substring checks whether it appears in Lil. Actually
 we do not need to consider all substrings of s. Instead we only select some substrings(denoted by W(s,Li
 l)) and use the selected substrings to find similar pairs. We discusshow to generate W(s,Li
 l) in Section 4. For each selected substring w ∈ W(s,Lil), we
 check whether it appears in Lil. If so, for each r ∈ Li
 l(w), ⟨r, s⟩ is a candidate pair.• VERIFICATION: To verify whether a candidate pair ⟨r, s⟩ is an answer, a straight-
 forward method computes their real edit distance. However this method is ratherexpensive. To address this issue, we develop effective techniques to do efficient veri-fication in Section 5.
 After finding similar strings for s, we partition s into τ + 1 segments and insertthe segments into inverted index Li
 |s|(1≤i≤τ+1). Then we visit strings after s anditeratively we can find all similar pairs. Note that we can remove the inverted index Li
 k
 for k < |s|−τ . Thus we maintain at most (τ +1)2 inverted indices Lil for |s| − τ ≤ l ≤ |s|
 and 1 ≤ i ≤ τ + 1. In this paper we focus on the case that the index can be fit in thememory. We leave dealing with a very large dataset as a future work.
 For example, consider the strings in Table I. Suppose τ = 3. We find similar pairs asfollows (see Figure 2). For the first string s1 = “vankatesh”, we partition it into τ + 1segments and insert the segments into the inverted indices for strings with length 9,i.e., L1
 9, L29, L3
 9, and L49. Next for s2 = “avataresha”, we enumerate its substrings and
 check whether each substring appears in Li|s2|−τ , · · · ,L
 i|s2|(1 ≤ i ≤ τ + 1). Here we
 find “va” in L19, “at” in L3
 9, and “esh” in L49. For segment “va”, as L1
 9(va) = {s1}. Thepair ⟨s2, s1⟩ is a candidate pair. We verify the pair and it is not an answer as the editdistance is larger than τ . Next we partition s2 into four segments and insert them intoL1|s2|,L
 2|s2|,L
 3|s2|,L
 4|s2|. Similarly we repeat the above steps and find all similar pairs.
 We give the pseudo-code of our algorithm in Figure 3. We sort strings first by lengthand then in alphabetical order (line 2). Then, we visit each string in the sorted or-der (line 3). For each inverted index Li
 l(|s| − τ ≤ l ≤ |s|, 1 ≤ i ≤ τ + 1), we selectthe substrings of s (line 4-line 4) and check whether each selected substring w is in Li
 l
 (line 8-line 7). If yes, for any string r in the inverted list of w in Lil, i.e., Li
 l(w), the stringpair ⟨r, s⟩ is a candidate pair. We verify the pair (line 7). Finally, we partition s into τ+1segments, and inserts the segments into the inverted index Li
 |s|(1 ≤ i ≤ τ + 1) (line 8).Here function SUBSTRINGSELECTION selects all substrings and function VERIFICA-TION computes the real edit distance of two strings to verify the candidates using
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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 L9 L10
 s5=kausic chakduris2=avataresha
 L15 L15
 s4=kaushuk chadhui s6=caushik chakrabars1=vankatesh s3=kaushik chakrab
 1
 nk atva
 1 1 1
 1 2 3 4
 esh
 2
 at are shaav
 2 2 2
 1 2 3 4
 3
 shik _cha krabkau
 3 3 3
 1 2 3 4
 shik _cha krabkau
 3 3
 4
 3
 1 2 3 4
 3
 4
 shuk
 4
 dhui
 4
 L15
 shic _cha durikau
 3 3
 4
 5
 1 2 3 4
 3
 4
 5
 shik
 4 3
 sic_
 5
 krabdhui
 4
 Candidate:
 <1, 2>
 Answer: φφφφ
 Candidate:
 <3, 4>
 Answer: φφφφ
 Candidates:
 <3, 5>; <4, 5>
 Answer: φφφφ
 Candidates:
 <3, 6>; <4, 6>;<5, 6>
 Answer: <3, 6>
 chak
 5
 Fig. 2. An example of our segment filter based framework
 ALGORITHM 1: SEGFILTER (S, τ)Input: S: A collection of strings
 τ : A given edit-distance thresholdOutput: A = {(s ∈ S, r ∈ S) | ED (s, r) ≤ τ}
 1 begin2 Sort S first by string length and second in alphabetical order;3 for s ∈ S do4 for Li
 l (|s| − τ ≤ l ≤ |s|, 1 ≤ i ≤ τ + 1) do5 W(s,Li
 l) = SUBSTRINGSELECTION(s, Lil);
 6 for w ∈ W(s,Lil) do
 7 if w is in Lil then VERIFICATION(s,Li
 l(w), τ);
 8 Partition s and add its segments into Li|s|;
 Function SubstringSelection(s, Lil)
 Input: s: A string; Lil : Inverted index
 Output:W(s,Lil): Selected substrings
 1 begin2 W(s,Li
 l) = {w | w is a substring of s};
 Function Verification(s, Lil(w), τ )
 Input: s: A string; Lil(w): Inverted list; τ : Threshold
 Output: A = {(s, r ∈ Lil(w))|ED(s, r) ≤ τ}
 1 begin2 for r ∈ Lil(w) do3 if ED(s, r) ≤ τ then A ← ⟨s, r⟩;
 Fig. 3. SEGFILTER algorithm
 dynamic-programming algorithm. To improve the performance, we propose effectivetechniques to improve the substring-selection step (the SUBSTRINGSELECTION func-tion) in Section 4 and the verification step (the VERIFICATION function) in Section 5.Complexity: We first analyze the space complexity. Our indexing structure includessegments and inverted lists of segments. We first give the space complexity of seg-ments. For each string in Sl we generate τ +1 segments. Thus the number of segmentsis at most (τ + 1) × |Sl|, where |Sl| is the number of strings in Sl. As we can use an
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:7
 integer to encode a segment, the space complexity of segments is
 O(
 maxlmin≤j≤lmax
 j∑l=j−τ
 (τ + 1)× |Sl|),
 where lmin and lmax respectively denote the minimal and the maximal string length.Next we give the complexity of inverted lists. For each string in Sl, as the i-th seg-
 ment of the string corresponds to an element in Lil, |Sl| = |Li
 l|. The space complexity ofinverted lists(i.e., the sum of the lengths of inverted lists) is
 O(
 maxlmin≤j≤lmax
 j∑l=j−τ
 τ+1∑i=1
 |Lil| = max
 lmin≤j≤lmax
 j∑l=j−τ
 (τ + 1)× |Sl|).
 Then we give the time complexity. To sort the strings, we can first group thestrings based on lengths and then sort strings in each group. Thus the sort com-plexity is O
 (∑lmin≤l≤lmax
 |Sl|log(|Sl|)). For each string s, we select its substring
 set W(s,Lil) for |s| − τ ≤ l ≤ |s|, 1 ≤ i ≤ τ + 1. The selection complexity is
 O(∑
 s∈S∑|s|
 l=|s|−τ
 ∑τ+1i=1 X (s,Li
 l))
 , where X (s,Lil) is the selection time complexity for
 W(s,Lil), which is O(τ) (see Section 4). The selection complexity is O
 (τ3|S|
 ). For each
 substring w∈W(s,Lil), we verify whether strings in Li
 l(w) are similar to s. The verifi-cation complexity is
 O(∑s∈S
 |s|∑l=|s|−τ
 τ+1∑i=1
 ∑w∈W(s,Li
 l)
 ∑r∈Li
 l(w)
 V(s, r)),
 where V(s, r) is the complexity for verifying ⟨s, r⟩, which is O(τ ∗min(|s|, |r|))(see Sec-tion 5). In the paper we propose to reduce the size of W(s,Li
 l) and improve the verifi-cation cost V(s, r).
 4. IMPROVING THE FILTER STEP BY SELECTING EFFECTIVE SUBSTRINGSFor any string s ∈ S and a length l (|s| − τ ≤ l ≤ |s|), we select a substring setW(s, l) = ∪τ+1
 i=1 W(s,Lil) of s and use substrings in W(s, l) to find the candidates of s. We
 need to guarantee completeness of the method using W(s, l) to find candidate pairs.That is any similar pair must be found as a candidate pair. Next we give the formaldefinition.
 Definition 4.1 (Completeness). A substring selection method satisfies complete-ness, if for any string s and a length l(|s| − τ ≤ l ≤ |s|), ∀ r with length l which issimilar to s and visited before s, r must have an i-th segment rm which matches asubstring sm ∈ W(s,Li
 l) where 1 ≤ i ≤ τ + 1.
 A straightforward method is to add all substrings of s into W(s, l). As s has |s|− i+1
 substrings with length i, the total number of s’s substrings is∑|s|
 i=1(|s|−i+1)= |s|∗(|s|+1)2 .
 For long strings, there are large numbers of substrings and it is rather expensive toenumerate all substrings.
 Intuitively, the smaller size of W(s, l), the higher performance. Thus we want to findsubstring sets with smaller sizes. In this section, we propose several methods to selectthe substring set W(s, l). As W(s, l) = ∪τ+1
 i=1 W(s,Lil) and we want to use inverted index
 Lil to do efficient filtering, next we focus on how to generate W(s,Li
 l) for Lil. Table II
 shows the notations used in this paper.
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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 Table II. Notations
 Notation Descriptionτ edit distance thresholdWℓ(s, l) substring set selected by length-based selection methodWf (s, l) substring set selected by shift-based selection methodWp(s, l) substring set selected by position-aware selection methodWm(s, l) substring set selected by multi-match-aware selection methodpmin minimal start position of position-aware substring selectionpmax maximal start position of position-aware substring selection⊥l
 i minimal start position of multi-match-aware from left-side perspective⊥r
 i minimal start position of multi-match-aware from right-side perspective⊥i minimal start position of multi-match-aware substring selection
 Length-based Method: As segments in Lil have the same length, denoted by li, the
 length-based method selects all substrings of s with length li, denoted by Wℓ(s,Lil).
 Let Wℓ(s, l) = ∪τ+1i=1 Wℓ(s,Li
 l). The length-based method satisfies completeness, as itselects all substrings with length li. The size of Wℓ(s,Li
 l) is |Wℓ(s,Lil)|=|s|−li+1, and
 the number of selected substrings is |Wℓ(s, l)|=(τ+1)(|s|+1)−l.Shift-based Method: However the length-based method does not consider the posi-tions of segments. To address this problem, Wang et al. [Wang et al. 2009] proposed ashift-based method to address the entity identification problem. We can extend theirmethod to support our problem as follows. As segments in Li
 l have the same length,they have the same start position, denoted by pi, where p1 = 1 and pi=p1+
 ∑i−1k=1 lk
 for i > 1. The shift-based method selects s’s substrings with start positions in[pi−τ, pi+τ ] and with length li, denoted by Wf (s,Li
 l). Let Wf (s, l) = ∪τ+1i=1 Wf (s,Li
 l).The size of Wf (s,Li
 l) is |Wf (s,Lil)|=2τ + 1. The number of selected substrings is
 |Wf (s, l)|=(τ+1)(2τ+1).The basic idea behind the method is as follows. Suppose a substring sm of s with start
 position smaller than pi − τ or larger than pi + τ matches a segment in Lil. Consider
 a string r ∈ Lil(sm). We can partition s(r) into three parts: the matching part sm(rm),
 the left part before the matching part sl(rl), and the right part after the matching partsr(rr). As the start position of rm is pi and the start position of sm is smaller than pi−τor larger than pi + τ , the length difference between sl and rl must be larger than τ . Ifwe align the two strings by matching sm and rm (i.e., transforming rl to sl, matchingrm with sm, and transforming rr to sr), they will not be similar, thus we can prunesubstring sm. Hence the shift-based method satisfies completeness.
 However, the shift-based method still involves many unnecessary substrings. Forexample, consider two strings s1 = “vankatesh” and s2 = “avataresha”. Suppose τ = 3and “vankatesh” is partitioned into four segments {va, nk, at, esh}. s2 = “avataresha”contains a substring “at” which matches the third segment in “vankatesh”, the shift-based method will select it as a substring. However we can prune it and the reason isas follows. Suppose we partition the two strings into three parts based on the match-ing segment. For instance, we partition “vankatesh” into {“vank” , “at”, “esh”}, and“avataresha” into {“av”, “at”, “aresha”}. Obviously the minimal edit distance (lengthdifference) between the left parts (“vank” and “av”) is 2 and the minimal edit distance(length difference) between the right parts (“esh” and “aresha”) is 3. Thus if we alignthe two strings using the matching segment “at”, they will not be similar. In this way,we can prune the substring “at”.
 4.1. Position-aware Substring SelectionNotice that all the segments in Li
 l have the same length li and the same start positionpi. Without loss of generality, we consider a segment rm ∈ Li
 l. Moreover, all the strings
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.
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 Fig. 4. Position-aware substring selection
 in inverted list Lil(rm) have the same length l (l ≤ |s|), and we consider a string r that
 contains segment rm. Suppose s has a substring sm which matches rm. Next we give thepossible start positions of sm. We still partition s(r) into three parts: the matching partsm(rm), the left part sl(rl), and the right part sr(rr). If we align r and s by matchingrm = sm, that is we transform r to s by first transforming rl to sl with dl = ED(rl, sl)edit operations, then matching rm with sm, and finally transforming rr to sr with dr =ED(rr, sr) edit operations, the total transformation distance is dl + dr. If s is similar tor, dl+dr ≤ τ . Based on this observation, we give sm’s minimal start position (pmin) andthe maximal start position (pmax) as illustrated in Figure 4.Minimal Start Position: Suppose the start position of sm, denoted by p, is not largerthan pi. Let △ = |s| − |r| and △l = pi − p. We have dl = ED(rl, sl) ≥ △l and dr =ED(rr, sr) ≥ △l +△, as illustrated in Figure 4(a). If s is similar to r (or any string inLil(rm)), we have △l + (△l +△) ≤ dl + dr ≤ τ. That is △l ≤ ⌊ τ−△
 2 ⌋ and p = pi −△l ≥pi − ⌊ τ−△
 2 ⌋. Thus pmin≥pi − ⌊ τ−△2 ⌋. As pmin≥1, pmin=max(1, pi − ⌊ τ−△
 2 ⌋).Maximal Start Position: Suppose the start position of sm, p, is larger than pi. Let△ = |s| − |r| and △r = p − pi. We have dl = ED(rl, sl) ≥ △r and dr = ED(rr, sr) ≥|△r−△| as illustrated in Figure 4(b). If △r ≤ △, dr ≥ △−△r. Thus △ = △r+(△−△r) ≤dl + dr ≤ τ , and in this case, the maximal value of △r is △; otherwise if △r>△, dr ≥△r−△. If s is similar to r (or any string in Li
 l(rm)), we have
 △r + (△r −△) ≤ dl + dr ≤ τ.
 That is △r ≤ ⌊ τ+△2 ⌋, and p = pi + △r ≤ pi + ⌊ τ+△
 2 ⌋. Thus pmax≤pi + ⌊ τ+△2 ⌋. As
 the segment length is li, based on the boundary, we have pmax ≤ |s| − li + 1. Thuspmax=min(|s| − li + 1, pi + ⌊ τ+△
 2 ⌋).For example, consider string r = “vankatesh”. Suppose τ = 3 and “vankatesh” is
 partitioned into four segments, {va, nk, at, esh}. For string s = “avataresha”, we have△ = |s| − |r| = 1. ⌊ τ−△
 2 ⌋ = 1 and ⌊ τ+△2 ⌋ = 2. For the first segment “va”, p1 = 1.
 pmin = max(1, p1 − ⌊ τ−△2 ⌋) = 1 and pmax = 1 + ⌊ τ+△
 2 ⌋ = 3. Thus we only need toenumerate the following substrings “av”, “va”, “at” for the first segment. Similarly, weneed to enumerate substrings “va”, “at”, “ta”, “ar” for the second segment, “ta”, “ar”,“re”, “es” for the third segment, and “res”, “esh”, “sha” for the fourth segment. Wesee that the position-aware method can reduce many substrings over the shift-basedmethod (reducing the number from 28 to 14).
 For Lil, the position-aware method selects substrings with start positions in
 [pmin, pmax] and length li, denoted by Wp(s,Lil). Let Wp(s, l)=∪τ+1
 i=1 Wp(s,Lil). The size of
 Wp(s,Lil) is |Wp(s,Li
 l)|=τ+1 and the number of selected substrings is |Wp(s, l)|=(τ+1)2.The position-aware method satisfies completeness as formalized in Theorem 4.2.
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.

Page 10
                        

1:10 G. Li et al.
 THEOREM 4.2. The position-aware substring selection method satisfies the com-pleteness.
 PROOF. See Section A in Appendix.
 4.2. Multi-match-aware Substring SelectionWe have an observation that string s may have multiple substrings that match somesegments of string r. In this case we can discard some of these substrings. For example,consider r = “vankatesh” with four segments, {va, nk, at, esh}. s = “avataresha” hasthree substrings va, at, esh matching the segments of r. We can discard some of thesesubstrings to reduce the verification cost. To this end, we propose a multi-match-awaresubstring selection method.
 Consider Lil. Suppose string s has a substring sm that matches a segment in Li
 l. If weknow that s must have a substring after sm which will match a segment in Lj
 l (j > i), wecan discard substring sm. For example, s = “avataresha” has a substring “va” matchinga segment in r = “vankatesh”. Consider the three parts rm = sm = “va”, rl = ϕ andsl = “a”, and rr = “nkatesh” and sr = “taresha”. As dl ≥ 1, if s and r are similar,dr ≤ τ − dl ≤ τ − 1 = 2. As there are still 3 segments in rr, thus sr must have asubstring matching a segment in rr based on the pigeon-hole principle. Thus we candiscard the substring “va” and use the next matching substring to find similar pairs.Next we generalize our idea.
 Suppose s has a substring sm with start position p matching a segment rm ∈ Lil. We
 still consider the three parts of the two strings: sl, sm, sr and rl, rm, rr as illustratedin Figure 5. Let △l = |pi − p|. dl = ED(rl, sl) ≥ △l. As there are i − 1 segments insl, if each segment only has less than 1 edit operation when transforming rl to sl, wehave △l ≤ i − 1. If △l ≥ i, dl = ED(rl, sl) ≥ △l ≥ i, dr = ED(rr, sr) ≤ τ − dl ≤ τ − i(if s is similar to r). As rr contains τ + 1 − i segments, sr must contain a substringmatching a segment in rr based on the pigeon-hole principle, which can be provedsimilar to Lemma 3.1. In this way, we can discard sm, since for any string r ∈ Li
 l(rm),s must have a substring that matches a segment in the right part rr, and thus wecan identify strings similar to s using the next matching segment. In summary, if△l = |p − pi| ≤ i − 1, we keep the substring with start position p for Li
 l. That is theminimal start position is ⊥l
 i = max(1, pi − (i − 1)
 )and the maximal start position is
 ⊤li = min
 (|s| − li + 1, pi + (i− 1)
 ).
 For example, suppose τ = 3. Consider r=“vankatesh” with four segments, {va, nk,at, esh}, and s=“avataresha”. For the first segment, we have ⊥l
 i=1-0=1 and ⊤li=1+0=1.
 Thus the selected substring is only “av” for the first segment. For the second segmen-t, we have ⊥l
 i=3-1=2 and ⊤li=3+1=4. Thus the selected substrings are “va”, “at”, and
 “ta” for the second segment. Similarly for the third segment, we have ⊥li=5-2=3 and
 ⊤li=5+2=7, and for the fourth segment, we have ⊥l
 i=7-3=4 and ⊤li = min(8,7+3)=8.
 Right-side Perspective: The above observation is made from the left-side perspec-tive. Similarly, we can use the same idea from the right-side perspective. As there areτ +1− i segments on the right part rr, there are at most τ +1− i edit operations on rr.If we transform r to s from the right-side perspective, position pi on r should be alignedwith position pi+△ on s as shown in Figure 5(b). Suppose the position p on s matchingposition pi on r. Let △r = |p − (pi + △)|. We have dr = ED(sr, rr) ≥ △r. As there areτ +1− i segments on the right part rr, we have △r ≤ τ +1− i. Thus the minimal startposition for Li
 l is ⊥ri = max
 (1, pi + △ − (τ + 1 − i)
 )and the maximal start position is
 ⊤ri = min
 (|s| − li + 1, pi +△+ (τ + 1− i)
 ).
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 Fig. 5. Multi-match-aware substring selection
 Consider the above example. We have △ = 1. For the fourth segment, we have ⊥ri =
 7+1−(3+1−4) = 8 and ⊤ri = 7+1+(3+1−4) = 8. The selected substring is only “sha”
 for the fourth segment. Similarly for the third segment, we have ⊥ri = 5 and ⊤r
 i = 7.The selected substrings are “ar”, “re”, and “es” for the third segment.Combine Left-side Perspective and Right-side Perspective: More interestingly,we can use the two techniques simultaneously. That is for Li
 l, we only select the sub-strings with start positions between ⊥i = max(⊥l
 i,⊥ri ) and ⊤i = min(⊤l
 i,⊤ri ) and with
 length li, denoted by Wm(s,Lil). Let Wm(s, l)=∪τ+1
 i=1 Wm(s,Lil). The number of selected
 substrings is |Wm(s, l)|=⌊ τ2−△2
 2 ⌋+τ+1 as stated in Lemma 4.3.
 LEMMA 4.3. |Wm(s, l)| = ⌊ τ2−△2
 2 ⌋+ τ + 1.
 PROOF. See Section B in Appendix.
 The multi-match-aware method satisfies completeness as stated in Theorem 4.4.
 THEOREM 4.4. The multi-match-aware substring selection method satisfies thecompleteness.
 PROOF. See Section C in Appendix.
 Consider the above example. For the first segment, we have ⊥i = 1 − 0 = 1 and⊤i = 1 + 0 = 1. We select “av” for the first segment. For the second segment, we have⊥i = 3 − 1 = 2 and ⊤i = 3 + 1 = 4. We select substrings “va”, “at”, and “ta” forthe second segment. For the third segment, we have ⊥i = 5 + 1 − (3 + 1 − 3) = 5and ⊤i = 5 + 1 + (3 + 1 − 3) = 7. We select substrings “ar”, “re”, and “es” for thethird segment. For the fourth segment, we have ⊥i = 7 + 1 − (3 + 1 − 4) = 8 and⊤i = 7+ 1+ (3 + 1− 4) = 8. Thus we select the substring “sha” for the fourth segment.The multi-match-aware method only selects 8 substrings.
 4.3. Comparison of Selection MethodsWe compare the selected substring sets of different methods. Let Wℓ(s, l), Wf (s, l),Wp(s, l), and Wm(s, l) respectively denote the sets of selected substrings that use thelength-based selection method, the shift-based selection method, the position-aware s-election method, and the multi-match-aware selection method. Based on the size anal-ysis of each set, we have |Wm(s, l)| ≤ |Wp(s, l)| ≤ |Wf (s, l)| ≤ |Wℓ(s, l)|. Next we proveWm(s, l) ⊆ Wp(s, l) ⊆ Wf (s, l) ⊆ Wℓ(s, l) as formalized in Lemma 4.5.
 LEMMA 4.5. For any string s and a length l, we have
 Wm(s, l) ⊆ Wp(s, l) ⊆ Wf (s, l) ⊆ Wℓ(s, l).
 PROOF. See Section D in Appendix.
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 ALGORITHM 2: SUBSTRINGSELECTION(s,Lil)
 Input: s: A string; Lil : Inverted index
 Output:W(s,Lil): Selected substrings
 1 begin2 for p ∈ [⊥i,⊤i] do3 Add the substring of s with start position p and with length li (s[p, li]) intoW(s,Li
 l);
 Fig. 6. SUBSTRINGSELECTION algorithm
 Moreover, we can prove that Wm(s, l) has the minimum size among all substring setsgenerated by the methods that satisfy completeness as formalized in Theorem 4.6.
 THEOREM 4.6. The substring set Wm(s, l) generated by the multi-match-aware s-election method has the minimum size among all the substring sets generated by thesubstring selection methods that satisfy completeness.
 PROOF. See Section E in Appendix.
 Theorem 4.6 proves that the substring set Wm(s, l) has the minimum size. Next weintroduce another concept to show the superiority of our multi-match-aware method.
 Definition 4.7 (Minimality). A substring set W(s, l) generated by a method withthe completeness property satisfies minimality, if for any substring set W ′(s, l) gener-ated by a method with the completeness property, W(s, l)⊆W ′(s, l).
 Next we prove that if l ≥ 2(τ +1) and |s| ≥ l, the substring set Wm(s, l) generated byour multi-match-aware selection method satisfies minimality as stated in Theorem 4.8.The condition l ≥ 2(τ + 1) makes sense where each segment is needed to have at leasttwo characters. For example, if 10 ≤ l < 12, we can tolerate τ = 4 edit operations. If12 ≤ l < 14, we can tolerate τ = 5 edit operations.
 THEOREM 4.8. If l ≥ 2(τ + 1) and |s| ≥ l, Wm(s, l) satisfies minimality.
 PROOF. See Section F in Appendix.
 4.4. Substring-selection AlgorithmBased on above discussions, we improve SUBSTRINGSELECTION algorithm by remov-ing unnecessary substrings. For Li
 l, we use the multi-match-aware selection method toselect substrings, and the selection complexity is O(τ). Figure 6 gives the pseudo-codeof the substring selection algorithm.
 For example, consider the strings in Table I. We create inverted indices as illustratedin Figure 2. Consider string s1 = “vankatesh” with four segments, we build four invert-ed lists for its segments {va, nk, at, esh}. Then for s2 = “avataresha”. We use multi-match-aware selection method to select its substrings. Here we only select 8 substringsfor s2 and use the 8 substrings to find similar strings of s2 from the inverted indices.Similarly, we can select substrings for other strings.
 5. IMPROVING THE VERIFICATION STEPIn our framework, for string s and inverted index Li
 l, we generate a set of its substringsW(s,Li
 l). For each substring w ∈ W(s,Lil), we need to check whether it appears in Li
 l.If w ∈ Li
 l, for each string r ∈ Lil(w), ⟨r, s⟩ is a candidate pair and we need to verify the
 candidate pair to check whether they are similar. In this section we propose effectivetechniques to do efficient verification.
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 Fig. 7. An example for verification
 Traditional Method: Given a candidate pair ⟨r, s⟩, a straightforward method to ver-ify the pair is to use a dynamic-programming algorithm to compute their real editdistance. If the edit distance is not larger than τ , the pair is an answer. We can use amatrix M with |r|+1 rows and |s|+1 columns to compute their edit distance, in whichM(0, j) = j for 0 ≤ j ≤ |s|, and M(i, 0) = i for 1 ≤ i ≤ |r|,
 M(i, j) = min(M(i− 1, j) + 1,M(i, j − 1) + 1,M(i− 1, j − 1) + δ
 )where δ = 0 if the i-th character of r is the same as the j-th character of s; otherwiseδ = 1. The time complexity of the dynamic-programming algorithm is O(|r| ∗ |s|).
 Actually, we do not need to compute their real edit distance and only need to checkwhether their edit distance is not larger than τ . An improvement based on lengthpruning [Ukkonen 1985] is proposed which only computes the values M(i, j) for |i−j| ≤τ , as shown in the shaded cells of Figure 7(a). The basic idea is that if |i − j| > τ ,M(i, j) > τ , and we do not need to compute such values. This method improves thetime complexity V(s, r) to O
 ((2 ∗ τ + 1) ∗min(|r|, |s|)
 ). Next, we propose a technique to
 further improve the performance by considering the length difference between r and s.
 5.1. Length-aware VerificationIn this section, we propose a length-aware verification method. We first use an exampleto illustrate our idea. Consider string r = “kaushuk chadhui” and string s = “caushikchakrabar”. Suppose τ = 3. Existing methods need to compute all the shaded values inFigure 7(a). We have an observation that we do not need to compute M(2, 1), which isthe edit distance between “ka” and “c”. This is because if there is a transformation fromr to s by first transforming “ka” to “c” with at least 1 edit operation (length difference)and then transforming “ushuk chadhui” to “aushik chakrabar” with at least 3 editoperations (length difference), the transformation distance is at least 4 which is largerthan τ = 3. In other words, even if we do not compute M(2, 1), we know that thereis no transformation including M(2, 1) (the transformation from “ka” to “c”) whosedistance is not larger than τ . Actually we only need to compute the highlighted valuesas illustrated in Figure 7(b). Next we formally introduce our length-aware method.Length-aware Method: Without loss of generality, let |s| ≥ |r| and △ = |s| − |r| ≤ τ(otherwise their edit distance must be larger than τ ). We call a transformation from rto s including M(i, j), if the transformation first transforms the first i characters of r
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 to the first j characters of s with d1 edit operations and then transforming the othercharacters in r to the other characters in s with d2 edit operations. Based on lengthdifference, we have d1 ≥ |i− j| and d2 ≥ |(|s|− j)− (|r|− i)| = |△+(i− j)|. If d1+d2 > τ ,we do not need to compute M(i, j), since the distance of any transformation includingM(i, j) is larger than τ . To check whether d1 + d2 > τ , we consider the following cases.
 • If i ≥ j, d1+d2 ≥ i− j+△+ i− j. If i− j+△+ i− j > τ , that is j < i− τ−△2 , we do not
 compute M(i, j). In other words, we only need to compute M(i, j) with j ≥ i− τ−△2 .
 • If i < j, d1 = j − i. If j − i ≤ △, d1 + d2 ≥ j − i + △ − (j − i) = △. As △ ≤ τ , thereis no position constraint. We need to compute M(i, j); otherwise if j − i > △, we haved1+d2 ≥ j− i+ j− i−△. If j− i+ j− i−△ > τ , that is j > i+ τ+△
 2 , we do not need tocompute M(i, j). In other words, we only need to compute M(i, j) with j ≤ i+ τ+△
 2 .
 Based on this observation, for each row M(i, ∗), we only compute M(i, j) fori − ⌊ τ−△
 2 ⌋ ≤ j ≤ i + ⌊ τ+△2 ⌋. For example, in Figure 8, we only need to compute
 the values in black circles. Thus we can improve the time complexity V(s, r) fromO((2τ+1)∗min(|r|, |s|)
 )to O
 ((τ+1) ∗min(|r|, |s|)
 ).
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 Fig. 8. Length-aware verification
 Early Termination: We can further improve the performance by doing an early ter-mination. Consider the values in row M(i, ∗). A straightforward early-terminationmethod is to check each value in M(i, ∗), and if all the values are larger than τ , we cando an early termination. This is because the values in the following rows M(k > i, ∗)must be larger than τ based on the dynamic-programming algorithm. This pruningtechnique is called prefix pruning. For example in Figure 7(a), if τ = 3, after we havecomputed M(13, ∗), we can do an early termination as all the values in M(13, ∗) arelarger than τ . But in our method, after we have computed the values in M(6, ∗), wecan conclude that the edit distance between the two strings is at least 4 (larger thanτ = 3). Thus we do not need to compute M(i > 6, ∗) and can terminate the computationas shown in Figure 7(b). To this end, we propose a novel early-termination method.
 For ease of presentation, we first introduce several notations. Given a string s, let s[i]denote the i-th character and s[i : j] denote the substring of s from the i-th characterto the j-th character. Notice that M(i, j) denotes the edit distance between r[1 : i] ands[1 : j]. We can estimate the lower bound of the edit distance between r[i : |r|] ands[j : |s|] using their length difference
 ∣∣(|s| − j) − (|r| − i)∣∣. We use E(i, j) = M(i, j) +
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.

Page 15
                        

A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:15
 ALGORITHM 3: LENGTHAWAREVERIFICATION (r, s, τ )Input: r: A string; s: Another string; τ : Threshold;Output: d = min(τ + 1, ED(s, r))
 1 begin2 △ = |s| − |r| ;3 for i = 1 to |r| do4 st = i− ⌊ τ−△
 2⌋; en = i+ ⌊ τ+△
 2⌋ ;
 5 for j = st to en do6 M(i, j) = min
 (M(i− 1, j) + 1,M(i, j − 1) + 1,M(i− 1, j − 1) + δ
 );
 7 E(i, j) = M(i, j) +∣∣(|s| − j)− (|r| − i)
 ∣∣ ;8 if E(i, j) > τ for st ≤ j ≤ en then return τ + 1 ;9 return M [|r|][|s|] ;
 Fig. 9. Length-aware verification algorithm∣∣(|s|−j)−(|r|−i)∣∣ to estimate the edit distance between s and r, which is called expected
 edit distance of s and r with respect to M(i, j). If each expected edit distance for M(i, j)in M(i, ∗) is larger than τ , the edit distance between r and s must be larger than τ ,thus we can do an early termination. To achieve our goal, for each value M(i, j), wemaintain the expected edit distance E(i, j). If each value in E(i, ∗) is larger than τ , wecan do an early termination as formalized in Lemma 5.1.
 LEMMA 5.1. Given strings s and r, if each value in E(i, ∗) is larger than τ , the editdistance of r and s is larger than τ .
 PROOF. We prove that any transformation from r to s will involve more than τ editoperations if each value in E(i, ∗) is larger than τ . For any transformation T fromr to s, T must include one of M(i, ∗). Without loss of generality, suppose T includesM(i, j). Then we have d1 = M(i, j) and d2 ≥
 ∣∣(|s| − j)− (|r| − i)∣∣. Thus |T | = d1 + d2 ≥
 M(i, j) +∣∣(|s| − j) − (|r| − i)
 ∣∣ = E(i, j) > τ . Thus transformation T will involve morethan τ edit operations. Therefor the edit distance of r and s is larger that τ .
 Figure 9 shows the pseudo-code of the length-aware algorithm. Different from tradi-tional methods, for each row M [i][∗], we only compute the columns between i− ⌊ τ−△
 2 ⌋and i + ⌊ τ+△
 2 ⌋ (lines 4-6). We also use the expected matrix to do early termination(lines 7-8). Next we use an example to walk through our algorithm. In Figure 7(b), theexpected edit distances are shown in the left-bottom corner of each cell. When we havecomputed M(6, ∗) and E(6, ∗), all values in E(6, ∗) are larger than 3, thus we can do anearly termination and avoid many unnecessary computations.
 We use the length-aware verification algorithm to improve the Verification functionin Figure 3 (by replacing line 3). Our technique can be applied to any other algorithmswhich need to verify a candidate in terms of edit distance (e.g., ED-JOIN and NGPP).
 5.2. Extension-based VerificationConsider a selected substring w of string s. If w appears in the inverted index Li
 l, foreach string r in the inverted list Li
 l(w), we need to verify the pair ⟨s, r⟩. As s and rshare a common segment w, we can use the shared segment to efficiently verify thepair. To achieve our goal, we propose an extension-based verification algorithm.
 As r and s share a common segment w, we partition them into three parts based onthe common segment. We partition r into three parts, the left part rl, the matchingpart rm = w, and the right part rr. Similarly, we get three parts for string s: sl, sm = w,
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 and sr. Here we align s and r based on the matching substring rm and sm, and we onlyneed to verify whether r and s are similar in this alignment. Thus we first computethe edit distance dl = ED(rl, sl) between rl and sl using the above-mentioned method.If dl is larger than τ , we terminate the computation; otherwise, we compute the editdistance dr = ED(sr, rr) between sr and rr. If dl + dr is larger than τ , we discard thepair; otherwise we take it as an answer.
 Note that this method can correctly verify a candidate pair. Here we present thebasic idea and will formally prove it in Theorem 5.3. Recall Lemma 3.1. If s and rare similar, s must have a substring that matches a segment of r. In addition, basedon dynamic-programming algorithm, there must exist a transformation by aligningrm with sm and ED(s, r) = dl + dr. As our method selects all possible substrings andconsiders all such common segments, our method will not miss any results. On theother hand, the results found in our algorithm satisfy dl + dr ≤ τ . Since ED(s, r) ≤dl + dr ≤ τ , the results found in our algorithm must be true answers.
 2
 2
 2 2
 3
 3
 3 4
 2
 2 2
 3 3
 4
 rl m
 m
 3
 4
 m
 rl
 rmr i
 r1
 rrr
 l = min rr |sr| i
 r = min dl i
 Fig. 10. Extension-based verification
 Improve the Verification Algorithm Using Tighter Bounds: Actually, we can fur-ther improve the verification algorithm. For the left parts, we can give a tighter thresh-old τl ≤ τ . The basic idea is as follows. As the minimal edit distance between the rightparts rr and sr is
 ∣∣|rr| − |sr|∣∣. Thus we can set τl = τ −
 ∣∣|rr| − |sr|∣∣. If the edit distance
 between rl and sl is larger than threshold τl, we can terminate the verification; other-wise we continue to compute dr = ED(rr, sr). Similarly for the right parts, we can alsogive a tighter threshold τr ≤ τ . As dl has been computed, we can use τr = τ − dl as athreshold to verify whether rr and sr are similar. If dr is larger than threshold τr, wecan terminate the verification.
 For example, suppose τ = 3 and we want to verify s5 = “kausic chakduri” and s6 =“caushik chakrabar”. s5 and s6 share a segment “chak”. We have s5l = “kausic ” ands6l = “caushik ”, and s5r = “duri” and s6r = “rabar”. As
 ∣∣∣|s5r | − |s6r |∣∣∣ = 1, τl = τ − 1 = 2.
 We only need to verify whether the edit distance between s5l and s6l is not larger thanτl = 2. After we have computed M(6, ∗), we can do an early termination as each valuein E(6, ∗) is larger than 2.
 Actually we can deduce two much tighter thresholds for τl and τr respectively. Con-sider the i-th segment, we can terminate the verification based on the multi-match-aware method. Thus we have dl ≤ τl = i − 1. Combining with the above prun-ing condition, we have τl=min(τ −
 ∣∣|rr| − |sr|∣∣, i − 1). As
 ∣∣|rr| − |sr|∣∣=∣∣(|r|−pi−li) −
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.

Page 17
                        

A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:17
 ALGORITHM 4: EXTENSIONBASEDVERIFICATION(s,Lil(w), τ)
 Input: s: A string; Lil(w): Inverted list; τ : Threshold
 Output: A = {(s, r ∈ Lil(w))|ED(s, r) ≤ τ}
 1 begin2 τl = i− 1, τr = τ + 1− i ;3 for r ∈ Li
 l(w) do4 if ⟨r, s⟩ is in A then continue;5 dl = LENGTHAWAREVERIFICATION(rl, sl, τl) ;6 if dl ≤ τl then7 dr = LENGTHAWAREVERIFICATION(rr, sr, τr) ;8 if dr ≤ τr then A ← ⟨r, s⟩;
 Fig. 11. Extension-based verification algorithm
 (|s|−p−li)∣∣=|p−pi−△| ≤ τ+1−i (based on the multi-match-aware method), τ −
 ∣∣|rr| −|sr|
 ∣∣ ≥ i− 1. we set τl=i−1.We can get similar conclusion from the right-side perspective. If dr ≥ τ + 1 − i, we
 can terminate the verification based on the multi-match-aware method from the right-side perspective. Thus we have τr=min(τ−dl, τ+1−i). As dl ≤ τl ≤ i−1, τ−dl≥τ−(i−1).Thus we set τr = τ+1−i.
 Also we can use these two tighter thresholds simultaneously. That is for any sub-string sm ∈ Wm(s, l) of s which matches the i-th segment rm of r, we only need to checkwhether ED(rl, sl) ≤ i− 1 and ED(rr, sr) ≤ τ + 1− i using the length-aware method. Ifso, we can say that r and s are similar and output ⟨r, s⟩ as an answer.
 Based on our proposed techniques, we improve the Verification function. Figure 11 il-lustrates the pseudo-code. Consider a string s, a selected substring w, and an invertedlist Li
 l(w). For each r ∈ Lil(w), we use the extension-based method to verify the candi-
 date pair ⟨s, r⟩ as follows. We first compute τl = i − 1 and τr = τ + 1 − i (line 2). Thenfor each r ∈ Li
 l(w), we compute the edit distance (dl) between rl and sl with the tighterbound τl using the length-aware verification method (line 5). If dl > τl, we terminatethe verification; otherwise we verify whether sr and rr are similar with threshold τrusing the length-aware verification method (line 7).
 To guarantee correctness of our extension-based method, we first give a formal defi-nition of correctness.
 Definition 5.2 (Correctness). Given a candidate pair ⟨s, r⟩, a verification algorithmis correct, if it satisfies (1) If ⟨s, r⟩ passes the algorithm, ⟨s, r⟩ must be a similar pair;and (2) If ⟨s, r⟩ is a similar pair, it must pass the algorithm.
 Our extension-based method satisfies correctness as stated in Theorem 5.3.
 THEOREM 5.3. Our extension-based verification method satisfies correctness.
 PROOF. See Section G in Appendix.
 5.3. Iterative-based VerificationIn this section, we introduce an iterative-based verification method to further improvethe verification step. Instead of verifying a candidate pair with a matching segmen-t/substring using the extension-based verification method, we can iteratively applyour multi-match-aware technique on the left and right part of the matching segmen-t/substring to filter this candidate pair. We first present the basic idea, then give thepseudo-code, and finally discuss the technical details.
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 ALGORITHM 5: ITERATIVEVERIFICATION (r, s, w, τ )Input: r: A string; s: Another string; w: Common segment; τ : Threshold;Output: d = min((τ + 1), ED(s, r))
 1 begin2 Compute rl/sl and rr/sr based on w ; τl = i− 1, τr = τ + i− 1;3 if ITERATIVEVERIFY(rl, sl, τl, i, left)==pass then4 dl = LENGTHAWAREVERIFICATION (rl, sl, τl) ;5 if ITERATIVEVERIFY(rr, sr, τr, i, right)==pass then6 dr = LENGTHAWAREVERIFICATION (rr, sr, τr);7 return dl + dr ;
 8 return τ + 1 ;
 Function IterativeVerify(r′, s′, τ ′, i, f )Input: r′: A string; s′: Another string; τ ′: A threshold; i: An integer; f : left or right;Output: pass or fail
 1 begin2 if the i-th segment is the first matching segment then3 Partition r′ into τ ′ + 1 segments (c1c2 · · · cx, cx+1 · · · cy and the last τ − i segments of r′
 if f is right; the first i− 2 segments of r′, c1c2 · · · cx−1, and cx · · · cy if f is left) ;4 j = 2 if f is right; j = i− 2 if f is left ;5 if the j-th segment of r′ is not empty then6 Select substrings of s′ on the j-th segment of r′ ;7 if s′ has no substring matching the j-th segment of r′ then return fail ;8 else9 Suppose s′ has a substring w′ matching the j-th segment of r′. Partition r′/s′
 based on w′ and suppose the left parts are r′l/s′l and the right parts are r′r/s
 ′r;
 10 if f is left then return ITERATIVEVERIFY(r′l, s′l, τ ′ − 1, i− 1, left) ;11 else return ITERATIVEVERIFY(r′r, s′r, τ ′ − 1, i+ 1, right) ;
 12 return pass;
 Fig. 12. Iterative-based verification algorithm
 Basic Idea: Consider two strings r and s where s has a selected substring whichmatches r’s i-th segment w. We still partition r/s into three parts, the left part rl/sl,the matching part rm/sm = w and the right part rr/sr. Instead of checking whetherED(rl, sl) ≤ τl = i − 1 and ED(rr, sr) ≤ τr = τ + i − 1 using the length-aware verifica-tion technique, we iteratively use the multi-match-aware technique to check whetherrl(rr) and sl(sr) are similar. Without loss of generality, consider the left parts rl and sl.We partition rl into τl + 1 segments. If sl has no selected substring which matches asegment of rl, r and s cannot be similar and we can prune the pair.
 For example consider a string r = “kausic chakduri” with four segments “kau”,“sic ”, “chak”, and “duri” and another string s = “caushik chakrabar”. String s hasa substring “chak” matching with the third segment of string r. Thus rl = “kausic ”and sl = “caushik ”. The extension-based verification will compute their edit distanceusing the tighter bound τl = i−1 = 2. Actually we need not compute their real edit dis-tance using the dynamic-programming method. Instead, we partition rl into τl + 1 = 3segments “kau”, “si”, and “c ”. Based on the multi-match-aware substring selectionmethod, we only select four substrings of sl, “cau”, “sh”, “hi” and “k ”. As none of thefour substrings matches any segment of rl, we deduce that the edit distance betweensl and rl is larger than τl = 2. Thus we can prune the pair of s and r.
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A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:19
 Pseudo-code: Figure 12 shows the pseudo-code of our iterative-based method. It firstverifies the left parts by calling subroutine ITERATIVEVERIFY (line 3). If the left-partverification passes, it verifies the right parts by calling subroutine ITERATIVEVERIFY(line 5) again. If the verifications on the both parts passes, it returns the real edit dis-tance (line 8). ITERATIVEVERIFY first partitions the input strings into τ ′+1 segments(line 3). It employs different partition strategies for the leaf part and the right part,which will be discussed later. Then it selects substrings based on the left part or theright part (line 6). If there is no selected substring matching the segment, it returnsfail (line 7); otherwise it iteratively calls itself to verify the candidate pair (line 11).
 To use the iterative-based method in the verification step, we only need to replacelines 5-8 in Figure 9 with the ITERATIVEVERIFICATION algorithm.Technical Details of The Iterative-based Method: We formally introduce how touse the iterative-based method to verify r and s, i.e., how to implement the ITERA-TIVEVERIFY function. Suppose s has a selected substring sm which matches the i-thsegment (rm) of string r, and the left parts are rl/sl and right parts are rr/sr. We re-spectively discuss how to iteratively verify the left parts (rl/sl) and right parts (rr/sr).Left Parts: We consider rl/sl and check whether ED(rl, sl) ≤ τl = i − 1. If sm is notthe first selected substring of s (with the minimum start position) which matches asegment of r, we still use the length-aware method; otherwise we use our iterative-based method. (Notice that the matching substring sm has a very large probability(larger than 90% in our experiments) to be the first substring). The iterative-basedmethod first partitions rl into τl +1 = i segments. Then it uses the multi-match-awaremethod to select substrings from sl. If sl has a selected substring matching a segmentof rl, we iteratively call the iterative-based method; otherwise we prune ⟨r, s⟩.
 Next we discuss how to partition rl into τl+1 = i segments. As rm is the i-th segmentof r, rl contains the first i−1 segments of r. Since sm is the first selected substring whichmatches the i-th segment of r, s has no selected substring which matches the firsti − 1 segments. More interestingly we find that sl also has no selected substring thatmatches the first i−1 segments (which will be proved in Theorem 5.4). † Thus we keepthe first i− 2 segments of r as the first i− 2 segments of rl. In this way, we know thatsl has no substring which matches the first i− 2 segments of rl. Then we partition the(i− 1)-th segment of r into two segments and take them as the last 2 segments of rl asfollows. Let c1c2 · · · cx · · · cy denote the (i− 1)-th segment of r and sl = c′1c
 ′2 · · · c′x′ · · · c′y′ .
 We compute the longest common suffix of c1c2 · · · cx · · · cy and sl. Suppose cx+1 · · · cy =c′x′+1 · · · c′y′ is the longest common suffix. If x > 1, we partition the (i − 1)-th segmentinto two segments c1c2 · · · cx−1 and cx · · · cy. Thus we can partition rl into i segments.Based on the multi-match-aware method, sl has no selected substring which matchesthe i-th segments of rl as cx ̸= c′x′ . Thus we only need to select substrings from sl forthe (i− 1)-th segment of rl (e.g., c1 · · · cx−1). We check whether the selected substringsmatch the (i− 1)-th segment of rl. If yes, we iteratively call the iterative-based methodon the left parts of the matching segments/substrings; otherwise we prune the pair of rand s. Notice that if x = 1, we cannot partition the (i−1)-th segment into two segmentsand we still use the length-aware verification method to verify rl and sl.Right Parts: If ED(rl, sl) ≤ τl = i − 1, we continue to verify the right parts rr/srsimilarly. The differences are as follows. First we partition rr into τr + 1 = τ + 2 − isegments. Second the partition strategy is different. Next we discuss how to partitionrr into τ + 2 − i segments. Notice that if s has another substring which matches a
 †As |sl| − |rl| may be unequal to |s| − |r|, the selected substrings of sl for segments of rl may be differentfrom those selected substrings of sl (as a part of s) for segments of r. Thus we need to prove the statement.
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.

Page 20
                        

1:20 G. Li et al.
 segment among the last τ − i+ 1 segments of r, we can discard rm and sm and verify rand s using the next matching pair based on the multi-match-aware technique. Thuswe keep the last τ − i segments of r as the last τ − i segments of rr and we do not needto select substrings from sr to match such segments. Then we repartition the (i+1)-thsegment of r into the first two segments of rr as follows. We find the longest commonprefix of the (i + 1)-th segment of r and sr and then partition (i + 1)-th segment of rinto two segments similarly. Let c1c2 · · · cx · · · cy denote the (i + 1)-th segment of r andsr = c′1c
 ′2 · · · c′x′ · · · c′y′ . We compute the longest common prefix of c1c2 · · · cx · · · cy and sr.
 Suppose c1 · · · cx−1 = c′1 · · · c′x′−1 is the longest common prefix. If x < y, we partitionthe (i + 1)-th segment into two segments c1c2 · · · cx and cx+1 · · · cy and take them asthe first two segments of rr. Thus we can partition rr into τ + 2 − i segments. Basedon the multi-match-aware method, we only need to select substrings from sr for thesecond segment of rr (e.g., cx+1 · · · cy) and check whether the selected substrings matchthe second segment. If yes, we iteratively call the iterative-based method on the rightparts of the matching segments/substrings; otherwise we prune the pair of r and s.Notice that if x = y, we cannot partition the (i+ 1)-th segment into two segments andwe still use the length-aware verification method to verify rr and sr.
 As verifying the left parts is similar to verifying right parts, we combine them anduse the ITERATIVEVERIFY function to verify them. In the function, r′/s′ refer to rl/sl orrr/rs as show in Figure 12. We use a flag to distinguish the left parts or the right parts.For the left parts we keep the first i−2 segments and split the i−1-th segment into twonew segments and for the right parts we split the first segment into two new segmentand keep the last τ − i segments. We select the substrings based on the left parts orright parts. Then we can use the segments and selected substrings to do pruning.
 The iterative-based verification method satisfies the correctness as stated in Theo-rem 5.4.
 THEOREM 5.4. Our iterative-based verification method satisfies the correctness.
 PROOF. See Section H in Appendix.
 5.4. Correctness and CompletenessWe prove correctness and completeness of our algorithm as formalized in Theorem 5.5.
 THEOREM 5.5. Our algorithm satisfies the (1) completeness: Given any similar pair⟨s, r⟩, our algorithm must find it as an answer; and (2) correctness: A pair ⟨s, r⟩ foundin our algorithm must be a similar pair.
 PROOF. See Section I in Appendix.
 6. DISCUSSIONSIn this section we first discuss how to support normalized edit distance (Section 6.1)and then extend our techniques to support R-S join (Section 6.2).
 6.1. Supporting Normalized Edit DistanceNormalized edit distance, a.k.a, edit similarity, is also a widely used similarity functionto quantify the similarity of two strings. The normalized edit distance of two stringsr and s is defined as NED(r, s) = 1 − ED(r,s)
 max(|r|,|s|) . For example, NED(“kausic chakduri”,“kaushuk chadhui ”) = 11
 17 . Given a normalized edit distance threshold δ, we say twostrings are similar if their normalized edit distance is not smaller than δ. Then weformalize the problem of string similarity join with normalized edit distance constraintas follows.
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A Partition-based Method for String Similarity Joins with Edit-Distance Constraints 1:21
 ALGORITHM 6: SEGFILTER-NED (S, δ)Input: S: A collection of strings
 δ: A given normalized edit-distance thresholdOutput: A = {(s ∈ S, r ∈ S) | NED (s, r) ≥ δ}
 1 begin2 Sort S by string length in descending order;3 for s ∈ S do4 for |s| ≤ l ≤ ⌊|s|/δ⌋ do5 τ = ⌊(1− δ) · l⌋ ;6 for Li
 l(1 ≤ i ≤ τ + 1) do7 W(s,Li
 l) = SUBSTRINGSELECTION(s, Lil);
 8 for w ∈ W(s,Lil) do
 9 if w is in Lil then VERIFICATION(s,Li
 l(w), τ);
 10 Partition s into ⌊(1− δ) · |s|⌋+ 1 segments and add them into Li|s|;
 Fig. 13. SEGFILTER-NED algorithm
 Definition 6.1 (String Similarity Joins With Normalized Edit Distance Constraint).Given two sets of strings R and S and an normalized edit-distance threshold δ, it findsall similar string pairs ⟨r, s⟩ ∈ R × S such that NED(r, s) ≥ δ.
 Next we discuss how to support normalize edit distance. For two strings r and s,as NED(r, s) = 1 − ED(r,s)
 max(|r|,|s|) , ED(r, s) = max(|r|, |s|) · (1 − NED(r, s)). If NED(r, s) ≥ δ,ED(r, s) = max(|r|, |s|) · (1 − NED(r, s)) ≤ max(|r|, |s|) · (1 − δ). Notice that in the indexphase we need to partition string r into τ+1 segments. If |s| > |r|, we cannot determinethe number of segments. To address this issue, we first index the long strings (r) andthen visit the short strings (s). That is we index segments of the long strings andselect substrings from the short strings. In this case, we always have |s| ≤ |r|. ThusED(r, s) ≤ |r| · (1− δ). Let τ = |r| · (1− δ), we can partition r to τ + 1 = ⌊|r| · (1− δ)⌋+ 1segments using the even partition scheme. In addition, as |r|−|s| ≤ ED(r, s) ≤ |r|·(1−δ),we have |r| ≤ ⌊ |s|
 δ ⌋. Thus for string s, we only need to find candidates for strings withlength between |s| and ⌊ |s|
 δ ⌋. The substring selection phase and verification phase arestill the same as the original method.
 Figure 13 gives the pseudo-code SEGFILTER-NED to support normalized edit dis-tance. We first sort strings in S by string length in descending order (line 2) and thenvisit each string s in sorted order (line 3). For each possible length ([|s|, ⌊ |s|
 δ ⌋]) of stringswhich may be similar to s (line 4), we transform the normalized edit distance thresholdδ to edit distance threshold τ (line 5). Then for each inverted index Li
 l(1 ≤ i ≤ τ + 1)(line 6), we select the substrings of s (line 7) and check whether each selected substringw is in Li
 l (line 8). If yes, for any string r in the inverted list Lil(w), the string pair ⟨r, s⟩
 is a candidate pair. We verify the pair (line 9). Finally, we partition s into ⌊(1−δ)·|s|⌋+1segments, and insert the segments into the inverted index Li
 |s|(1 ≤ i ≤ ⌊(1− δ) · |s|⌋+1)
 (line 10). Here algorithms SUBSTRINGSELECTION and VERIFICATION are the same asthe algorithms in Figure 3.
 Next we give a running example of our SEGFILTER-NED algorithm. Consider thestring set in Table I and suppose the normalized edit distance threshold δ = 0.82. Wesort the strings in descending order as show in Table I(c). For the first string s6, wepartition it to ⌊(1− δ) · |s6|⌋+ 1 = 4 segments and insert the segments into L|s6|. Nextfor s5 we select substrings for L|s6| using the multi-match-aware method and check
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 Fig. 14. An example of SEGFILTER-NED algorithm
 ALGORITHM 7: SEGFILTER-RSJOIN (R,S, τ)Input: R: A collection of strings
 S: Another collection of stringsτ : A given edit-distance threshold
 Output: A = {(r ∈ R, s ∈ S) | ED (r, s) ≤ τ}1 begin2 Sort R and S by string length in ascending order;3 for r ∈ R do4 Partition r and add its segments into Li
 |r|;
 5 for s ∈ S do6 for Li
 l (|s| − τ ≤ l ≤ |s|+ τ, 1 ≤ i ≤ τ + 1) do7 W(s,Li
 l) = SUBSTRINGSELECTION(s, Lil);
 8 for w ∈ W(s,Lil) do
 9 if w is in Lil then VERIFICATION(s,Li
 l(w), τ);
 Fig. 15. SEGFILTER-RSJOIN algorithm
 if there is any selected substring matching with its corresponding segment. Here wefind “chak” and the pair ⟨s6, s5⟩ is a candidate. Then we verify this pair using theiterative-based method based on the matching part “chak” and it is not a result. Nextwe partition s5 into ⌊(1−δ) · |s5|⌋+1 = 3 segments. Similarly we repeat the above stepsand we find another two candidate pairs ⟨s3, s4⟩ and ⟨s3, s6⟩. We verify them using theiterative-based method and get a final result ⟨s3, s6⟩.
 6.2. Supporting R-S JoinTo support R-S join on two sets R and S, we first sort the strings in the two setsrespectively. Then we index the segments of strings in a set, e.g., R. Next we visitstrings of S in order. For each string s ∈ S with length |s|, we use the inverted indices ofstrings in R with lengths between [|s|−τ, |s|+τ ] to find similar pairs. We can remove theindices for strings with lengths smaller than |s| − τ . Finally we verify the candidates.Notice that in Section 4, for two strings r and s, we only consider the case that |r| ≥ |s|where we partition r to segments and select substrings from s. Actually, Theorem 4.4still holds for |r| < |s|.
 The pseudo code of SEGFILTER-RSJOIN algorithm is illustrated in Figure 15. Itfirst sorts the strings in the two sets (line 2), and then builds indices for strings in R(lines 3-4). Next it visits strings in S in sorted order. For each string s, it selects sub-
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 strings of s by calling algorithm SUBSTRINGSELECTION (line 7) and finds candidatesusing the indices. Finally it verifies the candidates by calling algorithm VERIFICATION(line 9). Here algorithms SUBSTRINGSELECTION and VERIFICATION are the same asthe algorithms in Figure 3.
 7. EXPERIMENTAL STUDYWe have implemented our method and conducted an extensive set of experimentalstudies. We used six real-world datasets. To evaluate self-join, we used three datasets,DBLP Author‡, DBLP Author+Title, and AOL Query Log 1§. DBLP Author is a datasetwith short strings, DBLP Author+Title is a dataset with long strings, and the QueryLog 1 is a set of query logs. Note that the DBLP Author+Title dataset is the sameas that used in ED-JOIN and the DBLP Author dataset is the same as that used inTRIE-JOIN. To evaluate R-S join, we used other three datasets: CITESEERX Author¶,CITESEERX Author+Title, and AOL Query Log 2. AOL Query Log 2 is another setof query logs which is different from AOL Query Log 1. We joined DBLP Author andCITESEERX author, DBLP Author+Title and CITESEERX Author+Title, and AOLQuery Log 1 and AOL Query Log 2. Table III shows the detailed information of thedatasets and Figure 16 shows the string length distributions of different datasets.
 Table III. Datasets
 Datasets Cardinality Avg Len Max Len Min LenDBLP Author 612,781 14.83 46 6Query Log 1 464,189 44.75 522 30DBLP Author+Title 863,073 105.82 886 21Citeseer Author 1,000,000 20.35 54 5Query Log 2 1,000,000 39.76 501 29Citeseer Author+Title 1,000,000 107.45 808 22
 We compared our algorithms with state-of-the-art methods, ED-JOIN [Xiao et al.2008a], QCHUNK-JOIN [Qin et al. 2011] and TRIE-JOIN [Wang et al. 2010]. As ED-JOIN, QCHUNK-JOIN and TRIE-JOIN outperform other methods, e.g., Part-Enum [Ara-su et al. 2006] and All-Pairs-Ed [Bayardo et al. 2007] (also experimentally shown in [X-iao et al. 2008a; Wang et al. 2010; Qin et al. 2011]), in the paper we only comparedour method with them. We downloaded their binary codes from their homepages, ED-JOIN ∥, QCHUNK-JOIN ∗∗ and TRIE-JOIN ††.
 All the algorithms were implemented in C++ and compiled using GCC 4.2.4 with -O3flag. All the experiments were run on a Ubuntu machine with an Intel Core 2 QuadX5450 3.00GHz processor and 4 GB memory.
 7.1. Evaluating Substring SelectionIn this section, we evaluate substring selection techniques. We implemented the fol-lowing four methods. (1) The length-based selection method, denoted by Length, whichselects the substrings with the same lengths as the segments. (2) The shift-basedmethod, denoted by Shift, which selects the substring by shifting [−τ, τ ] positions asdiscussed in Section 4. (3) Our position-aware selection method, denoted by Position.
 ‡http://www.informatik.uni-trier.de/∼ley/db§http://www.gregsadetsky.com/aol-data/¶http://asterix.ics.uci.edu/fuzzyjoin/∥http://www.cse.unsw.edu.au/∼weiw/project/simjoin.html∗∗http://www.cse.unsw.edu.au/∼jqin/††http://dbgroup.cs.tsinghua.edu.cn/wangjn/
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 Fig. 16. String length distribution
 (4) Our multi-match-aware selection method, denoted by Multi-match. We first com-pared the total number of selected substrings. Figure 17 shows the results.
 We can see that the Length-based method selected large numbers of substrings. Thenumber of selected substring of the Position-based method was about a tenth to afourth of that of the Length-based method and a half of the Shift-based method. TheMulti-match-based method further reduced the number of selected substrings to abouta half of that of the Position-based method. For example, on DBLP Author dataset, forτ = 1, the Length-based method selected 19 million substrings, the Shift-based methodselected 5.5 million substrings, the Position-based method reduced the number to 3.7million, and the Multi-match-based method further deceased the number to 2.4 million.Based on our analysis in Section 4, for strings with l, the length-based method selected(τ +1)(|s|+1)− l substrings, the shift-based method selected (τ +1)(2τ +1) substrings,the position-based method selected (τ + 1)2 substrings, and the multi-match-awaremethod selected ⌊ τ2−△2
 2 ⌋ + τ + 1 substrings. If |s|=l=15 and τ = 1, the number of s-elected substrings of the four methods are respectively 17, 6, 4, and 2. Obviously theexperimental results consisted with our theoretical analysis.
 We also compared the elapsed time to generate substrings. Figure 18 shows theresults. We see that the Multi-match-based method outperformed the Position-basedmethod which in turns was better than the Shift-based method and the Length-basedmethod. This is because the elapsed time depended on the number of selected sub-strings and the Multi-match-based selected the smallest number of substrings.
 7.2. Evaluating VerificationIn this section, we evaluate our verification techniques. We implemented four methods.(1) The naive method, denoted by 2τ + 1, which computed 2τ + 1 values in each rowand used the naive early-termination technique (if all values in a row are larger thanτ , we terminate). (2) Our length-aware method, denoted by τ +1, which computed τ +1
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 Fig. 17. Numbers of selected substrings
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 Fig. 18. Elapsed time for generating substrings
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 Fig. 19. Elapsed time for verification
 values in each row and used the expected edit distance to do early termination. (3)Our extension-based method, denoted by Extension, which used the extension-basedframework. It also computed τ+1 rows and used the expected edit distance with tighterthreshold to do early termination. (4) Our iterative-based method, denoted by Iterative,which used the iterative-based verification algorithm. Figure 19 shows the results.
 We see that the naive method had the worst performance, as it needed to computemany unnecessary values in the matrix. Our length-aware method was 2-5 times fasterthan the naive method. This is because our length-aware method can decrease thecomplexity from 2τ + 1 to τ + 1 and used expected edit distances to do early termi-nation. The extension-based method achieved higher performance and was 2-4 timesfaster than the length-aware method. The reason is that the extension-based methodcan avoid the duplicated computations on the common segments and it also used atighter bound to verify the left parts and the right parts. The Iterative method achievedthe best performance, as it can prune dissimilar candidate pairs quickly and avoidmany unnecessary computations. For example, on the Query Log 1 dataset, for τ = 8
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 the naive method took 3, 500 seconds, the length-aware method decreased the time to1500 seconds, the extension-based method reduced it to 600 seconds, and the Iterativemethod further improved the time to about 250 seconds. On the DBLP Author+Titledataset, for τ = 10, the elapsed time of the four methods were respectively 1800 sec-onds, 700 seconds, 475 seconds, and 100 seconds.
 7.3. Comparison with Existing MethodsIn this section, we compare our method with state-of-the-art methods ED-JOIN [Xi-ao et al. 2008a], QCHUNK-JOIN [Qin et al. 2011] and TRIE-JOIN [Wang et al. 2010].As TRIE-JOIN had multiple algorithms, we reported the best results. For ED-JOINand QCHUNK-JOIN, we tuned its parameter q and reported the best results. Noticethat to avoid involving false negatives, it requires to select a small q for a large edit-distance threshold. As TRIE-JOIN was efficient for short strings, we downloaded thesame dataset from TRIE-JOIN homepage (i.e., Author with short strings) and used itto compare with TRIE-JOIN. As ED-JOIN was efficient for long strings, we downloadedthe same dataset from ED-JOIN homepage (i.e., Author+Title with long strings) andused it to compare with ED-JOIN.Candidate Sizes: We first compare the candidate sizes of various methods. Figure 20shows the results. Notice that TRIE-JOIN directly computed the answers and thus itinvolved the smallest number of candidates. SEGFILTER generated smaller number-s of candidates than ED-JOIN and QCHUNK-JOIN. This is attributed to our effectivesubstring selection techniques which can prune large numbers of dissimilar pairs. ED-JOIN and QCHUNK-JOIN pruned dissimilar pairs based on the gram-based count filter.SEGFILTER utilized the shared segments to prune dissimilar pairs. Since we can min-imize the number of selected substrings and achieve high pruning power, SEGFILTERgenerates smaller numbers of candidates. For example, on the DBLP Author+Titledataset, SEGFILTER had 1 billion candidates while ED-JOIN and QCHUNK-JOIN hadabout 10 billion candidates.Running Time of Different Steps: ED-JOIN and QCHUNK-JOIN includes threesteps: preprocessing step, filter step and verification step. The preprocessing step in-cludes tokenizing records into q-grams, generating binary data, and sorting the binarydata. SEGFILTER contains two steps: filter step and verification step. TRIE-JOIN di-rectly computes the answers. We compared the running time of each step and Figure 21shows the results (In the Figure, we use different colors to distinguish different step-s). For different thresholds, the preprocessing time in ED-JOIN and QCHUNK-JOINwas stable since it only depended on the dataset size. With the increase of the thresh-olds, the filtering time and the verification time also increased since large thresholdswill lead to more results. SEGFILTER involved less filtering time than ED-JOIN andQCHUNK-JOIN, because we only needed to consider smaller numbers of segments andselected substrings while they required to enumerate larger numbers of grams/chunks.SEGFILTER also involved less verification time since it has smaller numbers of candi-dates and used effective extension-based and iterative-based techniques. Notice thatour extension-based and iterative-based verification methods are designed for SEG-FILTER which are not applicable for ED-JOIN and QCHUNK-JOIN.Overall Join Time: We compare the overall time, including preprocessing time, fil-tering time and verification time. Figure 22 shows the results. On the DBLP Authordataset with short strings, TRIE-JOIN outperformed ED-JOIN and QCHUNK-JOIN,and our method was much better than them, especially for τ ≥ 2. The main reasonis as follows. ED-JOIN and QCHUNK-JOIN must use a smaller q for a larger thresh-old. In this way ED-JOIN and QCHUNK-JOIN will involve large numbers of candidatepairs, since a smaller q has rather lower pruning power [Xiao et al. 2008a]. TRIE-JOIN
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 Fig. 20. Comparison of candidate sizes with state-of-the-art methods
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 Fig. 21. Comparison of running time of preprocessing, filtering, verification with state-of-the-art methods
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 Fig. 22. Comparison of the overall time with state-of-the-art methods
 used the prefix filtering to find similar pairs using a trie structure. If a small numberof strings shared prefixes, TRIE-JOIN had low pruning power and was expensive totraverse the trie structure. Instead our framework utilized segments to prune largenumbers of dissimilar pairs. The segments were selected across the strings and notrestricted to prefix filtering. For instance, for τ=4, TRIE-JOIN took 2500 seconds. SEG-FILTER improved it to 700 seconds. ED-JOIN and QCHUNK-JOIN were rather slowand even larger than 10,000 seconds.
 On the DBLP Author+Title dataset with long strings, our method significantly out-performed ED-JOIN, QCHUNK-JOIN and TRIE-JOIN, even in 2-3 orders of magnitude.This is because TRIE-JOIN was rather expensive to traverse the trie structures withlong strings, especially for large thresholds. ED-JOIN needed to use a mismatch tech-nique and QCHUNK-JOIN needed to use a error estimation-based filtering in verifica-
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 tion phase which were inefficient while our verification method was more efficient thanexisting ones. For instance, for τ = 8, TRIE-JOIN needed 15,000 seconds, QCHUNK-JOIN took 9500 seconds, ED-JOIN decreased it to 5000 seconds, and SEGFILTER im-proved the time to 70 seconds.Index Size: We compared index sizes on three datasets, as shown in Table IV. We canobserve that existing methods involve larger indices than our method. For example,on the DBLP Author+Title dataset, ED-JOIN had 335 MB index, TRIE-JOIN used 90MB, and our method only took 2.1 MB. There are two main reasons. Firstly for eachstring with length l, ED-JOIN generated l − q + 1 grams where q is the gram length,and our method only generated τ + 1 segments. Secondly for a string with length l,we only maintained the indices for strings with lengths between l − τ and l, and ED-JOIN kept indices for all strings. TRIE-JOIN needed to use a trie structure to maintainstrings, which had overhead to store the strings (e.g., pointers to children and indicesfor searching children with a given character).
 Table IV. Index sizes (MB)
 Data Sets Data ED-JOIN TRIE-JOIN QCHUNK-JOIN SEGFILTERSizes q = 4 q = 4 τ = 2 τ = 4 τ = 6 τ = 8
 DBLP Author 8.7 25.34 16.32 8.06 1.15 1.92 3.49 4.58Query Log 1 20 72.17 69.65 18.69 2.98 4.96 6.94 8.93DBLP Author+Title 88 335.24 90.17 23.21 1.26 2.1 2.94 3.78
 7.4. ScalabilityIn this section, we evaluate the scalability of our method. We varied the number ofstrings in the dataset and tested the elapsed time.
 7.4.1. Evaluating Edit Distance. Figure 23 shows the results using edit-distance function.We can see that our method achieved nearly linear scalability as the number of stringsincreases. For example, for τ = 4, on the DBLP Author dataset, the elapsed time for400,000 strings, 500,000 strings, and 600, 000 strings were respectively 360 seconds,530 seconds, and 700 seconds. This is attributed to our effective segment filter.
 7.4.2. Evaluating Normalized Edit Distance. To support normalized edit distance, TRIE-JOIN and ED-JOIN needed to use the maximal length of strings to deduce the edit-distance thresholds. If the length difference between strings is large, these two meth-ods are rather expensive and lead to low performance. ‡‡ We also compared with thesetwo state-of-the-art methods. However they are rather inefficient and cannot reportthe results in 24 hours. Thus we do not show the results in our experiments. Figure 24shows the results of our SEGFILTER-NED algorithm. We can see that our method s-cales very well for the normalized edit distance and it achieves as high efficiency as onthe edit-distance function.
 7.4.3. Evaluating R-S Join. We evaluate our similarity join algorithm to support R-Sjoin. We compared with TRIE-JOIN. As ED-JOIN and QCHUNK-JOIN focused on self-join and the authors did not implement the R-S join algorithms, we did not show theirresults. We increased the number of strings in CITESEERX Author, Query Log 2, andCITESEERX Author+Title by 200,000 each time and respectively joined them withDBLP Author, Query Log 1, and DBLP Author+Title. We evaluated the elapsed time.
 ‡‡Notice that we cannot extend ED-JOIN to support normalized edit distance efficiently. This is because theydid not group the strings based on lengths. They used prefix filter and thus we cannot use our techniques todeduce tighter bounds.
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 Fig. 23. Scalability (Edit Distance)
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 Fig. 24. Scalability (Normalized Edit Distance)
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 Fig. 25. R-S Join
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 Fig. 26. Comparison of state-of-the-art R-S Join algorithms
 Figure 26 shows the results. We can see that our method still scales well for R-S joinand outperformed TRIE-JOIN. For example, on the CITESEERX Author+Title dataset.For τ = 8, the elapsed time for 0.2 million strings was about 33 seconds, while for 1 mil-
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 lion strings, the time was about 170 seconds. This is because our filtering algorithmsand verification algorithms can improve the performance.
 8. RELATED WORKString Similarity Join: There have been many studies on string similarity join-s [Gravano et al. 2001; Arasu et al. 2006; Bayardo et al. 2007; Chaudhuri et al. 2006;Sarawagi and Kirpal 2004; Xiao et al. 2008a; Xiao et al. 2009; Qin et al. 2011; Vernicaet al. 2010]. The approaches most related to ours are TRIE-JOIN [Wang et al. 2010],All-Pairs-Ed [Bayardo et al. 2007], ED-JOIN [Xiao et al. 2008a], QCHUNK-JOIN [Qinet al. 2011] and Part-Enum [Arasu et al. 2006]. All-Pairs-Ed is a q-gram-based method.It first generates q-grams for each string and then selects the first qτ + 1 grams asa gram prefix based on a pre-defined order. It prunes the string pairs with no com-mon grams and verifies the survived string pairs. ED-JOIN improves All-Pairs-Edby using location-based and content-based mismatch filters. It has been shown thatED-JOIN outperforms All-Pairs-Ed [Bayardo et al. 2007]. QCHUNK-JOIN is a variantof All-Pairs-Ed which utilizes an asymmetric signature scheme to index the q-gramand search the q-chunks, and adopts an error estimation-based filtering. Althoughour techniques utilize length difference to do pruning, they are different from the er-ror estimation-based filtering as follows. First, our position-aware substring selectiontechnique is in the filtering step which can prune large numbers of dissimilar stringpairs. However the error estimation-based filtering method is in the verification stepwhich only prunes the candidate pairs one by one. Second, our length-aware verifi-cation technique can improve the verification time for both similar string pairs anddissimilar strings pairs while the error estimation-based filtering can only prune dis-similar pairs. Third, our early termination technique can get much better estimationon edit distance than the error estimation-based method. For example, consider a ma-trix entry M(i, j) for string r and string s. They use two estimated values |i − j| and|(|r| − i|) − (|s| − j)| to estimate the edit distance while we can get the accurate valueof M(i, j) and only use |(|r| − i|) − (|s| − j)| to estimate the edit distance. Fourth, ourextension-based verification technique only considers a matching segment while theerror estimation-based method requires to consider all matching grams. Thus the errorestimation-based method considers many more candidate pairs than our method. Alsoour extension-based verification technique uses much tighter bounds to accelerate theverification step. TRIE-JOIN uses a trie structure to do similarity joins based on pre-fix filtering. Part-Enum proposed an effective signature scheme called Part-Enum todo similar joins for hamming distance. It has been proved that All-Pairs-Ed and Part-Enum are worse than ED-JOIN, QCHUNK-JOIN and TRIE-JOIN [Wang et al. 2010;Feng et al. 2012]. Thus we only compared with state-of-the-art methods ED-JOIN andTRIE-JOIN.
 Gravano et al. [Gravano et al. 2001] proposed gram-based methods and used SQLstatements for similarity joins inside relational databases. Sarawagi et al. [Sarawagiand Kirpal 2004] proposed inverted index-based algorithms to solve similarity-joinproblem. Chaudhuri et al. [Chaudhuri et al. 2006] proposed a primitive operator foreffective similarity joins. Arasu et al. [Arasu et al. 2006] developed a signature schemewhich can be used as a filter for effective similarity joins. Xiao et al. [Xiao et al. 2008b]proposed ppjoin to improve all-pair algorithm by introducing positional filtering andsuffix filtering. Xiao et al. [Xiao et al. 2009] studied top-k similarity joins, which candirectly find the top-k similar string pairs without a given threshold.
 In addition, Jacox et al. [Jacox and Samet 2008] studied the metric-space similarityjoin. As this method is not as efficient as ED-JOIN and TRIE-JOIN [Wang et al. 2010],we did not compare with it in the paper. Chaudhuri et al. [Chaudhuri et al. 2006] pro-posed the prefix-filtering signature scheme for effective similarity join. Recently, Wang
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 et al. [Wang et al. 2011] devised a new similarity function by tolerating token errors intoken-based similarity and developed effective algorithms to support similarity join onsuch functions. Jestes et al. [Jestes et al. 2010] studied the problem of efficient stringjoins in probabilistic string databases, by using lower bound filters based on proba-bilistic q-grams to effectively prune string pairs. Silva et al. [Silva et al. 2010] focusedon similarity joins as first-class database operators. They proposed several similarityjoin operators to support similarity joins in databases. Recently Vernica et al. [Vernicaet al. 2010] studied how to support similarity joins in map-reduce environments.
 Difference from Our Conference Version[Li et al. 2011b]: The significant addi-tions in this extended manuscript are summarized as follows.
 • We proposed new optimization techniques to improve our verification method. Sec-tion 5.3 was newly added. We also conducted a new experiment to evaluate our newoptimization techniques and show their superiority on real datasets. Figures 19-22were newly added based on our new method.
 • We discussed how to support normalized edit distance and how to support R-S join.Section 6 was newly added. We also conducted experiments to evaluate our new tech-niques and Sections 7.4.2 and 7.4.3 were newly added.
 • We formally proved all the theorem and lemmas and the appendix was newly added.We refined the paper to make it easy to follow and added some new references.
 Approximate String Search: The other related studies are approximate stringsearching [Chaudhuri et al. 2003; Li et al. 2008; Hadjieleftheriou et al. 2008a; Li et al.2011c; Hadjieleftheriou et al. 2009; Zhang et al. 2010; Behm et al. 2011; Behm et al.2009; Yang et al. 2008; Wang et al. 2012; Li et al. 2013; Deng et al. 2013], which givena query string and a set of strings, finds all similar strings of the query string in thestring set. Hadjieleftheriou and Li [Hadjieleftheriou and Li 2009] gave a tutorial tothe approximate string searching problem. Existing methods usually adopted a grambased indexing structure to do efficient filtering. They first generated grams of eachstring and built gram based inverted lists. Then they merged the inverted lists to findanswers. Navarro studied the approximate string matching problem [Navarro 2001],which given a query string and a text string, finds all substrings of the text string thatare similar to the query string. Notice that these two problems are different from oursimilarity-join problem, which given two sets of strings, finds all similar string pairs.
 Approximate Entity Extraction: There are some studied on approximate entityextraction [Agrawal et al. 2008; Chakrabarti et al. 2008; Wang et al. 2009; Li et al.2011a; Sun and Naughton 2011; Deng et al. 2012], which, given a dictionary of entitiesand a document, finds all substrings of the document that are similar to some entities.Existing methods adopted inverted indices and used different filters (e.g., length filter,count filter, position filter, and token order filter) to facilitate the extraction.
 Estimation: There are some studies on selectivity estimation for approximate stringqueries and similarity joins [Hadjieleftheriou et al. 2008b; Lee et al. 2007; Lee et al.2009; Lee et al. 2011; Jin et al. 2008].
 9. CONCLUSIONIn this paper, we have studied the problem of string similarity joins with edit-distanceconstraints. We proposed a new filter, the segment filter, to facilitate the similarityjoin. We devised a partition scheme to partition a string into several segments. Wesorted and visited strings in order. We built inverted indices on top of the segments of
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 the visited strings. For the current string, we selected some of its substrings and uti-lized the selected substrings to find similar string pairs using the inverted indices andthen inserted segments of the current string into the inverted indices. We develope-d a position-aware method and a multi-match-aware method to select substrings. Weproved that the multi-match-aware selection method can minimize the number of se-lected substrings. We also developed efficient techniques to verify candidate pairs. Weproposed a length-aware method, an extension-based method, and an iterative-basedmethod to further improve the verification performance. We extended our techniquesto support normalized edit distance and R-S join. Experiments show that our methodoutperforms state-of-the-art studies on both short strings and long strings.
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Online Appendix to:A Partition-based Method for String Similarity Joins withEdit-Distance Constraints
 GUOLIANG LI, DONG DENG, and JIANHUA FENGTsinghua University
 A. PROOF OF THEOREM 4.2THEOREM 4.2. The position-aware substring selection method satisfies the com-
 pleteness.
 PROOF. For any string s, consider a string r with length l(|s| − τ ≤ l ≤ |s|) which issimilar to s and visited before s. Consider any transformation T from s to r with |T | ≤ τedit operations. Based on Lemma 3.1, s must have a substring sm matching a segmentrm of r in the transformation T . We split r (s) into three parts: the left part before thematching segment rl (sl), the matching segment rm (sm), and the right part after thematching segment rr (sr). Suppose rm is the i-th segment of r. Thus r ∈ Li
 l(rm). Nextwe prove that sm ∈ Wp(s,Li
 l) ⊆ Wp(s, l).Firstly as sm = rm, |sm| = |rm| = li. Suppose the start position of sm in s is p. Next we
 only need to prove that p ∈ [pmin, pmax]. As [pmin, pmax] = [1, |s|−li+1]∩ [pi−⌊ τ−△2 ⌋, pi+
 ⌊ τ+△2 ⌋], we only need to prove that p ∈ [1, |s| − li + 1] and p ∈ [pi − ⌊ τ−△
 2 ⌋, pi + ⌊ τ+△2 ⌋].
 Case 1: p ∈ [1, |s| − li + 1]. Obviously, based on the boundary, for any substring, theminimal start position is 1. As the length of sm is li, the maximal start position is|s| − li + 1. Thus p must be in [1, |s| − li + 1].Case 2: p ∈ [pi − ⌊ τ−△
 2 ⌋, pi + ⌊ τ+△2 ⌋]. We prove it by contradiction. Suppose p ̸∈ [pi −
 ⌊ τ−△2 ⌋, pi + ⌊ τ+△
 2 ⌋]. As T transforms sl to rl, matches sm with rm, and transforms sr torr. We have τ ≥ |T | ≥ ED(sl, rl)+ED(sm, rm)+ED(sr, rr) ≥ |pi−p|+0+
 ∣∣∣(|r|−pi)−(|s|−p)∣∣∣.
 If p < pi − ⌊ τ−△2 ⌋, we have
 |T | ≥ |pi − p|+∣∣(|r| − pi)− (|s| − p)
 ∣∣ ≥ (⌊τ −△2
 ⌋+ 1) + (△+ ⌊τ −△2
 ⌋+ 1)
 ≥ (2⌊τ −△2
 ⌋+ 1) + (△+ 1) ≥ τ −△+ (△+ 1) ≥ τ + 1 > τ
 If p > pi + ⌊ τ+△2 ⌋, we have
 |T | ≥ |pi − p|+∣∣(|r| − pi)− (|s| − p)
 ∣∣ ≥ (⌊τ +△2
 ⌋+ 1) + (⌊τ +△2
 ⌋+ 1−△)
 ≥ (2⌊τ +△2
 ⌋+ 1) + (1−△) ≥ τ +△+ (1−△) ≥ τ + 1 > τ
 In both cases, we have |T | > τ which contradicts with |T | ≤ τ . Thus p ∈ [pi −⌊ τ−△
 2 ⌋, pi + ⌊ τ+△2 ⌋].
 Based on Case 1 and Case 2, p ∈ [pmin, pmax]. Thus for any string r with lengthl(|s| − τ ≤ l ≤ |s|) which is similar to s and visited before s, r must have an i-thsegment rm that matches a substring sm ∈ Wp(s,Li
 l).
 c⃝ 2012 ACM 0362-5915/2012/06-ART1 $15.00DOI:http://dx.doi.org/10.1145/0000000.0000000
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 B. PROOF OF LEMMA 4.3LEMMA 4.3. |Wm(s, l)| = ⌊ τ2−△2
 2 ⌋+ τ + 1.
 PROOF. As Wm(s, l) = ∪τ+1i=1 Wm(s,Li
 l), |Wm(s, l)| =∑τ+1
 i=1 |Wm(s,Lil)| =
 ∑τ+1i=1 (⊤i −
 ⊥i+1) =∑τ+1
 i=1
 (min
 (|s|−li+1,pi+(i−1), pi+△+(τ+1−i)
 )−max
 (1,pi−(i−1),pi+△−(τ+1−i)
 )+1
 ).
 As (pi+1 − (i + 1)) − (pi − i) = pi+1 − pi − 1 ≥ 0, pi − i is a monotonically increasingfunction. Thus for any i ∈ [1, τ + 1], we have pi − (i − 1) ≥ p1 − (1 − 1) = 1 andpi + △ + (τ + 1 − i) = pi − i + △ + τ + 1 ≤ pτ+1 − (τ + 1) + △ + τ + 1 = pτ+1 + △ =pτ+1 + |s| − |r| = pτ+1 + |s| − (pτ+1 + lτ+1) = |s| − lτ+1 ≤ |s| − li < |s| − li + 1, thus
 |Wm(s, l)| =∑τ+1
 i=1 (⊤i −⊥i + 1) =∑τ+1i=1
 (min
 (pi+(i− 1), pi+△+(τ +1− i)
 )−max
 (pi− (i− 1), pi+△− (τ +1− i)
 )+1
 )Consider ⊥i = max
 (pi− (i−1), pi+△− (τ +1− i)
 ). If pi− (i−1) ≥ pi+△− (τ +1− i),
 we have ⊥i = pi − (i − 1). In this case i ≤ ⌊ τ−△2 ⌋ + 1. On the contrary, if pi − (i − 1) <
 pi +△− (τ + 1− i), we have ⊥i = pi +△− (τ + 1− i) for i > ⌊ τ−△2 ⌋+ 1.
 Similarly, for ⊤i = min(pi+(i−1), pi+△+(τ+1−i)
 ), if pi+(i−1) ≤ pi+△+(τ+1−i),
 we have ⊤i = pi + (i − 1). In this case i ≤ ⌊ τ+△2 ⌋ + 1. On the contrary if pi + (i − 1) >
 pi +△+ (τ + 1− i), we have ⊤i = pi +△+ (τ + 1− i) for i > ⌊ τ+△2 ⌋+ 1.
 In this way, to compute ⊥i-⊤i+1, we split i ∈ [1, τ + 1] into i ≤ ⌊ τ−△2 ⌋ + 1,
 ⌊ τ−△2 ⌋+2≤i≤⌊ τ+△
 2 ⌋+1, and ⌊ τ+△2 ⌋+2≤i≤τ+1.
 |Wm(s, l)| =∑τ+1
 i=1 (⊤i −⊥i + 1) =∑⌊ τ−△
 2 ⌋+1i=1
 ((pi + (i− 1)− (pi − (i− 1)
 )+ 1
 )+∑⌊ τ+△
 2 ⌋+1
 i=⌊ τ−△2 ⌋+2
 ((pi + (i− 1))− (pi +△− (τ + 1− i)
 )+ 1
 )+∑τ+1
 i=⌊ τ+△2 ⌋+2
 ((pi +△+ (τ + 1− i))− (pi +△− (τ + 1− i)
 )+ 1
 )=∑⌊ τ−△
 2 ⌋+1i=1 (2i− 1)+
 ∑⌊ τ+△2 ⌋+1
 i=⌊ τ−△2 ⌋+2
 (τ −△+ 1)+∑τ+1
 i=⌊ τ+△2 ⌋+2
 (2τ−2i+3)
 = τ2 +△τ −△2 +△+ 1 + ⌊ τ+△2 ⌋
 2+ ⌊ τ−△
 2 ⌋2+ 2⌊ τ−△
 2 ⌋ − 2τ⌊ τ+△2 ⌋
 If τ +△ is even, τ −△ must be even. Thus ⌊ τ−△2 ⌋ = τ−△
 2 and ⌊ τ+△2 ⌋ = τ+△
 2 , and
 |Wm(s, l)| = τ2 −△2
 2+ τ + 1 = ⌊τ
 2 −△2
 2⌋+ τ + 1
 If τ +△ is odd, τ −△ must be odd. Thus ⌊ τ−△2 ⌋ = τ−△−1
 2 and ⌊ τ+△2 ⌋ = τ+△−1
 2 , and
 |Wm(s, l)| = τ2 −△2 + 1
 2+ τ = ⌊τ
 2 −△2
 2⌋+ τ + 1
 Thus the lemma is proved.
 C. PROOF OF THEOREM 4.4To prove Theorem 4.4, we first give a lemma to prove that the multi-match-awareselection method from the left-side perspective satisfies completeness.
 LEMMA 4.4.1. The multi-match-aware selection method from the left-side perspec-tive satisfies the completeness.
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 PROOF. For any string s, consider a string r with length l(|s| − τ ≤ l ≤ |s|) which issimilar to s and visited before s. Consider any transformation T from r to s with |T | ≤ τedit operations. Based on Lemma 3.1, s must have a substring sm matching a segmentrm of r in the transformation T . We assume that rm is the last segment of r whichmatches a substring sm of s in transformation T . Without loss of generality, supposethe start position of sm in s is p and rm is the i-th segment of r. Thus r ∈ Li
 l(rm). Basedon Theorem 4.2, we have |sm| = li and p ∈ [1, |s| − li + 1].
 As [⊥li,⊤l
 i] = [1, |s| − li + 1] ∩ [pi − (i − 1), pi + (i − 1)], we only need to prove thatp ∈ [pi − (i− 1), pi + (i− 1)].
 We prove it by contradiction. Suppose p ̸∈ [pi−(i−1), pi+(i−1)], we have ED(sl, rl) ≥|p − pi| ≥ i. As T transforms sl to rl, matches sm with rm, and transforms sr to rr, wehave τ ≥ |T | ≥ ED(sl, rl) + ED(sr, rr) ≥ i + ED(sr, rr), thus ED(sr, rr) ≤ τ − i. Onthe other hand, as there are τ + 1 − i segments in rr, there must exist a segment inrr which matches a substring of sr based on Lemma 3.1. This contradicts with theassumption that rm is the last segment of r which matches a substring of s. Thusp ∈ [pi − (i− 1), pi + (i− 1)].
 Therefore for any string r with length l(|s|− τ ≤ l ≤ |s|) which is similar to s and vis-ited before s, r must have an i-th segment rm matching a substring sm ∈ Wr(s,Li
 l).
 Similarly, we can prove that the multi-match-aware selection method from the right-side perspective also satisfies the completeness based on Lemma 4.4.1. Next we provethat the multi-match-aware selection method satisfies the completeness. For each in-verted index Li
 l, this method selects a set Wm(s,Lil) which is composed of the sub-
 strings of s with start positions in [⊥i,⊤i] and with length li, where ⊥i = max(⊥li,⊥r
 i )and ⊤i = min(⊤l
 i,⊤ri ), ⊥l
 i = max(1, pi− (i−1)
 )and ⊤l
 i = min(|s|− li+1, pi+(i−1)
 ), and
 ⊥ri = max
 (1, pi+△− (τ +1− i)
 )and ⊤r
 i = min(|s|− li+1, pi+△+(τ +1− i)
 ). Then the
 method unions the sets to generate Wm(s, l). That is Wm(s, l)=∪τ+1i=1 Wm(s,Li
 l). Next weprove Theorem 4.4.
 THEOREM 4.4. The multi-match-aware substring selection method satisfies thecompleteness.
 PROOF. For any string s, consider a string r with length l(|s| − τ ≤ l ≤ |s|) whichis similar to s and visited before s. Consider any transformation T from r to s with|T | ≤ τ edit operations. For any substring sm of s matching a segment rm of r in T ,based on Theorem 4.2, sm’s start position p must be in [1, |s| − li + 1], and |sm| = li(suppose rm is the i-th segment of r).
 Next, we only need to prove that in the transformation T , there exists an i-th seg-ment rm for r matching a substring of s such that p ∈ [max
 (pi − (i − 1), pi + △ −
 (τ + 1 − i)),min
 (pi + (i − 1), pi + △ + (τ + 1 − i)
 )]. That is we only need to prove that
 p ∈ [pi − (i− 1), pi + (i− 1)] and p ∈ [pi +△− (τ + 1− i), pi +△+ (τ + 1− i)].Based on Lemma 3.1, there must exist at least one substring of s that matches a
 segment of r in transformation T . Consider the first segment rm of r that matches asubstring sm of s in transformation T . Without loss of generality, suppose the startposition of sm in s is p and rm is the k-th segment of r. Thus r ∈ Lk
 l (rm). We split s (r)into three parts: the part before the matching segment sl (rl), the matching segmentsm (rm), and the part after the matching segment sr (rr). Based on Lemma 4.4.1 (fromthe right-side perspective), p ∈ [pk + △ − (τ + 1 − k), pk + △ + (τ + 1 − k)]. If p ∈[pk − (k − 1), pk + (k − 1)], we set i = k and the theorem is proved; otherwise supposep ̸∈ [pk − (k − 1), pk + (k − 1)], we have ED(sl, rl) ≥ |p − pk| ≥ k. As T transforms sl torl, matches sm with rm, and transforms sr to rr, τ ≥ |T | ≥ ED(sl, rl) + ED(sr, rr) ≥ k +
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 ED(sr, rr), thus ED(sr, rr) ≤ τ −k. On the other hand, as there are τ +1−k segments inrr, there must exist a segment in rr which matches a substring of sr in transformationT based on Lemma 3.1.
 Suppose r′m is the first segment in rr that matches a substring s′m of sr in transforma-tion T . Without loss of generality, suppose the start position of s′m in s is p′ and r′m is thej-th(j > k) segment of r. Thus r ∈ Lj
 l (r′m). We split sr (rr) into three parts: the part be-
 fore the matching segment s′l (r′l), the matching segment s′m (r′m), and the part after the
 matching segment s′r (r′r). Next we prove that p′ ∈ [pj+△−(τ+1−j), pj+△+(τ+1−j)].We prove it by contradiction. Suppose p′ ̸∈ [pj +△− (τ +1− j), pj +△+(τ +1− j)]. Wehave ED(r′r, s
 ′r) ≥ |(|s|−p′)−(|r|−pj)| = |pj+(|s|− l)−p′| = |(pj+△)−p′| ≥ τ+1−j+1.
 As T transforms sl to rl, matches sm with rm, transforms s′l to r′l, matches s′m withr′m, and transforms s′r to r′r, τ ≥ |T | ≥ ED(rl, sl)+ED(r′l, s
 ′l)+ED(r′r, s
 ′r) ≥ k+ED(r′l, s
 ′l)+
 τ + 1 − j + 1, thus ED(r′l, s′l) ≤ τ − k − (τ + 1 − j + 1) = j − k − 2. On the other hand,
 as there are j − k − 1 segments in r′l, there must exist a segment of r′l which matchesa substring of s′l in the transformation T based on Lemma 3.1. This contradicts withthe assumption that r′m is the first segment in rr that matches a substring of sr. Thusp′ ∈ [pj+△−(τ+1−j), pj+△+(τ+1−j)]. If p′ ∈ [pj−(j−1), pj+(j−1)], we set i = j andthe theorem is proved; otherwise, we have p′ ∈ [pj+△−(τ+1−j), pj+△+(τ+1−j)] andp′ ̸∈ [pj − (j−1), pj +(j−1)]. We can repeat our above proof until the theorem is provedor reaching the last segment of r (denoted by r′′m) that matches a substring of s (denotedby s′′m). In the latter case, we have r′′m is the i-th segment of r and the start position ofs′′m is p′′. Based on the above proof, we have p′′ ∈ [pi+△− (τ +1− i), pi+△+(τ +1− i)].Based on the proof in Lemma 4.4.1, we have p′′ ∈ [pi − (i − 1), pi + (i − 1)]. Thusp′′ ∈ [pi − (i− 1), pi + (i− 1)] ∩ [pi +△− (τ + 1− i), pi +△+ (τ + 1− i)] = [⊥i,⊤i].
 In summary, for any string r with length l(|s| − τ ≤ l ≤ |s|) which is similar tos and visited before s, r must have an i-th segment rm matching a substring sm ∈Wm(s,Li
 l).
 D. PROOF OF LEMMA 4.5LEMMA 4.5. Let Wℓ(s, l),Wf (s, l),Wp(s, l),Wm(s, l) respectively denote the set of s-
 elected substrings using the length-based selection method, the shift-based selectionmethod, the position-aware selection method, and the multi-match-aware selectionmethod. For any string s and a length l, we have
 Wm(s, l) ⊆ Wp(s, l) ⊆ Wf (s, l) ⊆ Wℓ(s, l).
 PROOF. If τ = 0, the four methods select s as its selected substring. Thus Wℓ(s, l) =Wf (s, l) = Wp(s, l) = Wm(s, l) = {s}. Next we prove the lemma for τ > 0.
 Given Lil, firstly the substring length of each method is the same, i.e., li. Next we
 consider the start positions.(i) We first prove Wf (s, l) ⊆ Wℓ(s, l).
 For Wℓ(s, l), the start positions are in [1, |s| − li + 1].For Wf (s, l), the start positions are in [max(1, pi − τ),min(|s| − li + 1, pi + τ)].To prove Wf (s, l) ⊆ Wℓ(s, l), we only need to prove
 [1, |s| − li + 1] ⊇ [max(1, pi − τ),min(|s| − li + 1, pi + τ)].
 It is obvious that max(1, pi − τ) ≥ 1 and min(|s| − li + 1, pi + τ) ≤ |s| − li + 1. Thus wehave Wf (s, l) ⊆ Wℓ(s, l).
 (ii) We then prove Wp(s, l) ⊆ Wf (s, l).
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 For Wp(s, l), the start positions are in[max(1, pi − ⌊τ −△
 2⌋),min(|s| − li + 1, pi + ⌊τ +△
 2⌋)]=[
 pi − ⌊τ −△2
 ⌋, pi + ⌊τ +△2
 ⌋]∩ [1, |s| − li + 1]
 For Wf (s, l), as [max(1, pi − τ),min(|s| − li +1, pi + τ)] = [pi − τ, pi + τ ]∩ [1, |s| − li +1],to prove Wp(s, l) ⊆ Wf (s, l), we only need to prove
 [pi − τ, pi + τ ] ⊇ [pi − ⌊τ −△2
 ⌋, pi + ⌊τ +△2
 ⌋]
 As 0 ≤ △ ≤ τ , pi − τ ≤ pi − ⌊ τ−△2 ⌋ and pi + τ ≥ pi + ⌊ τ+△
 2 ⌋. Thus Wp(s, l) ⊆ Wf (s, l).
 (iii) Next we prove Wm(s, l) ⊆ Wp(s, l).For Wm(s, l), the start positions are in
 [⊥i,⊤i] = [max(⊥li,⊥r
 i ),min(⊤li.⊤r
 i )] =
 [max(1, pi − (i− 1), pi +△− (τ + 1− i)),min(|s| − li + 1, pi + (i− 1), pi +△+ (τ + 1− i))] =
 [max(pi − (i− 1), pi +△− (τ + 1− i)),min(pi + (i− 1), pi +△+ (τ + 1− i)] ∩ [1, |s| − li + 1]
 To prove Wm(s, l) ⊆ Wp(s, l), we only need to prove
 [pi − ⌊τ −△2
 ⌋, pi + ⌊τ +△2
 ⌋] ⊇ [⊥i,⊤i].
 Firstly we prove ⊥i = max(pi − (i − 1), pi + △ − (τ + 1 − i)
 )≥ pi − ⌊ τ−△
 2 ⌋. If pi −(i − 1) ≥ pi + △ − (τ + 1 − i), we have ⊥i = pi − (i − 1). In this case i ≤ ⌊ τ−△
 2 ⌋ + 1.That is i − 1 ≤ ⌊ τ−△
 2 ⌋. Obviously ⊥i = pi − (i − 1) ≥ pi − ⌊ τ−△2 ⌋. On the contrary, if
 pi − (i − 1) < pi + △ − (τ + 1 − i), we have ⊥i = pi + △ − (τ + 1 − i). In this casei > ⌊ τ−△
 2 ⌋+1. That is i−1 > ⌊ τ−△2 ⌋. As ⊥i = pi+△− (τ +1− i) = pi+(i−1)− (τ −△),
 ⊥i ≥ pi − ⌊ τ−△2 ⌋.
 Then we prove that ⊤i = min(pi + (i − 1), pi + △ + (τ + 1 − i)
 )≤ pi + ⌊ τ+△
 2 ⌋. Ifpi + (i− 1) ≤ pi +△+ (τ + 1− i), we have ⊤i = pi + (i− 1). In this case i ≤ ⌊ τ+△
 2 ⌋+ 1.That is i − 1 ≤ ⌊ τ+△
 2 ⌋. Obviously ⊤i = pi + (i − 1) ≤ pi + ⌊ τ+△2 ⌋. On the contrary if
 pi + (i − 1) > pi + △ + (τ + 1 − i), we have ⊤i = pi + △ + (τ + 1 − i). In this casei > ⌊ τ+△
 2 ⌋+1. That is i− 1 > ⌊ τ+△2 ⌋. As ⊤i = pi +△+ (τ +1− i) = pi − (i− 1) + τ +△,
 ⊤i ≤ pi + ⌊ τ+△2 ⌋. Thus we have Wm(s, l) ⊆ Wp(s, l).
 Therefore Wm(s, l) ⊆ Wp(s, l) ⊆ Wf (s, l) ⊆ Wℓ(s, l) and the lemma is proved.
 E. PROOF OF THEOREM 4.6To prove Theorem 4.6, we first prove that the substring set Wm(s, l) generated bythe multi-match-aware selection method has the minimum size. That is for any oth-er substring set W(s, l) generated by a method that satisfies completeness, we have|Wm(s, l)| ≤ |W(s, l)|. The basic idea of our proof is as follows. For each substringsm∈Wm(s, l), we generate a substring set Φ(sm, l), such thatCondition (1): If a substring selection method satisfies completeness, it must select asubstring in Φ(sm, l);
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 Condition (2): For any two substrings sm ̸= sm′ in Wm(s, l), if a substring selectionmethod satisfies completeness, it must select a substring in Φ(sm, l) and another sub-string in Φ(sm′ , l), and the two substrings are not the same. Notice that two selectedsubstrings are said to be the same, if they are selected for the same segment and havethe same start positions and lengths.
 Obviously if we can generate a substring set Φ(sm, l) satisfying the above two condi-tions, we have |Wm(s, l)| ≤ |W(s, l)| (We will prove it in Theorem 4.6). Next we discusshow to generate the substring set Φ(sm, l).
 Notice that based on the definition of completeness, we need to guarantee complete-ness for every string with length |s|, thus Wm(s, l) does not depend on the content of s.In other words, the size of Wm(s, l) only depends on |s|. Without loss of generality, weconsider a string s whose characters are distinct, i.e., s[i] ̸= s[j] for i ̸= j where s[i] isthe i-th character of s for 1 ≤ i ≤ |s|.
 Next we construct a string r with length l based on s, such that (1) r is similar to swith τ edit operations; (2) if a substring selection method that satisfies completenessdoes not select a substring from Φ(sm, l), the method will miss the similar pair ⟨s, r⟩.
 We generate r from s as follows. Suppose the length of r is l, and the start positionof the i-th segment is pi and the length is li. We first partition s into τ + 1 substringsand then use the k-th substring of s to generate the k-th segment of r. Let l′k and p′krespectively denote the length and the start position of the k-th substring of s. We usepk and lk to deduce l′k and p′k. Obviously we have p′1 = 1 and p′k = p′1 +
 ∑k−1j=1 l
 ′j . Next we
 focus on how to get the length of each substring of s (l′k) and how to generate a segmentof r as follows.
 Suppose sm is selected from the i-th segment, i.e., sm ∈ Wm(s,Lil), and the position
 of sm in s is p. Based on the multi-match-aware selection method, as p ∈ [pi−(i−1), pi+(i−1)]∩ [pi+△− (τ +1− i), pi+△+(τ +1− i)], we can easily deduce that |p−pi| ≤ i−1and |(l − pi)− (|s| − p)| = |p− pi −△| ≤ τ + 1− i. We first consider p ≤ pi.
 • For each k ∈ [1, pi − p], we generate the k-th segment of r from the k-th substring ofs by applying an insertion. As an insertion operation will increase the length by 1,we have l′k = lk − 1. Notice that as pi − p ≤ i − 1 (based on the multi-match-awareselection), we can choose pi − p substrings from the first i − 1 substrings of s (beforesm) to apply an insertion on each substring. Here we choose the first pi−p substrings.
 • For each k ∈ [pi−p+1, i−1], we generate the k-th segment of r from the k-th substringof s by applying a substitution operation. As a substitution operation will not changethe substring length, we have l′k = lk.
 • For k = i, the i-th segment of r is exactly the i-th substring of s (i.e., sm), thus l′k = lk.• For each k ∈ [i + 1, τ + 1 − (pi − p +△)], we generate the k-th segment of r from thek-th substring of s by applying a substitution operation. As a substitution operationwill not change the substring length, we have l′k = lk.
 • For each k ∈ [τ + 1 − (pi − p +△) + 1, τ + 1], we generate the k-th segment of r fromthe k-th substring of s by applying a deletion operation. As a deletion operation willdecrease the length by 1, we have l′k = lk + 1. Notice that to make the length of rbe l, we need to do some deletions on the last τ + 1 − i substrings of s (after sm). Asl = |s| −△, we need to do pi − p+△ deletions. As pi − p+△ ≤ τ + 1− i (based on themulti-match-aware selection), we can choose pi − p +△ substrings from the the lastτ + 1− i substrings of s. Here we choose the last pi − p+△ substrings of s to apply adeletion operation for each substring.
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 Obviously, we only do τ edit operations on s to generate r. Thus r is similar to swith τ edit operations. Next we discuss how to apply the insertion, substitution, anddeletion operations.
 • For k ∈ [1, pi − p], we do insertion operations. As we can use a special character thatdoes not appear in s to apply the insertion operation, we do not need to select anysubstring of s for the k-th segment of r. This is because the k-th segment of r will notmatch any substring of s as it contains a special character.
 • For k ∈ [pi − p + 1, i − 1], we need to do a substitution operation on each substringof s. Similarly, we can use a special character that does not appear in s to apply thesubstitution, thus we also do not select any substring for the k-th segment of r.
 • For k = i, as sm matches rm, we add sm into Φ(sm, l).• For k ∈ [i + 1, τ + 1 − (pi − p + △)], we need to do a substitution on each substring
 of s. Similarly, we can use a special character that does not appear in s to apply thesubstitution, thus we also do not select any substring for the k-th segment of r.
 • Finally for each k ∈ [τ +1− (pi − p+△) + 1, τ +1], we need to do deletion operations.If each substring has no smaller than 3 characters, we generate the k-th segment of rfrom the the k-th substring of s by deleting a middle (i.e. neither the first nor the last)character of the substring to apply the deletion operation. In this case we do not needto select such substrings for the k-th segment of r. This is because as the charactersin the substrings are distinct, if we delete a middle character of the substring, thegenerated segment will not match any substring of s. Thus if each substring has nosmaller that 3 characters, Φ(sm, l) = {sm}. Similarly, if p ≥ pi +△ or pi +△ > p > pi,Φ(sm, l) = {sm} (each substring has no smaller than 3 characters).
 In this case, we can easily prove that Φ(sm, l) satisfies condition (1) as formalizedin Lemma 4.6.1. Next we consider the case that some substrings have less than 3characters.
 If p ≤ pi, for the last pi − p + △ substrings of s, instead of deleting a character ineach substring, we delete the last pi−p+△ characters of s. In this way, we set the k-thsegment r[pk, lk] of string r as s[|s|−(pi−p+△)−(|r|−pk), l
 ′k = lk]. We give the basic idea
 as follows. Consider the k-th segment r[pk, lk] of r for k ∈ [τ +1− (pi− p+△)+1, τ +1].Let s[xk · · · |s|] denote the substring of s from the xk-th character to the end of s andr[pk · · · |r|] denote the substring of r from the pk-th character to the end of r. As wedelete the last pi−p+△ characters of s to make s[xk · · · |s|] and r[pk · · · |r|] have the samelength, we have |s[xk · · · |s|]|−|r[pk · · · |r|]| = pi−p+△. That is xk = |s|−(pi−p+△)−(|r|−pk). Thus r[pk, lk] = s[xk, l
 ′k = lk] for k ∈ [τ+1− (pi−p+△)+1, τ+1]. Note that the k-th
 segment of r will not match any other substring of s as the characters of s are distinct.Thus Φ(sm, l) = {sm}∪{s[|s|−(pi−p+△)−(|r|−pk), lk]|k ∈ [τ+1−(pi−p+△)+1, τ+1]}.We can easily prove that Φ(sm, l) satisfies condition (1) as formalized in Lemma 4.6.1.
 Similarly, if p ≥ pi +△, we do deletion operations on the first p − pi substrings of s.We delete the first p− pi characters of s, and we have xk = pk + (p− pi) and l′k = lk fork ∈ [1, p − pi]. Thus Φ(sm, l) = {sm} ∪ {s[pk + (p − pi), lk]|k ∈ [1, p − pi]}. We can easilyprove that Φ(sm, l) satisfies condition (1) as formalized in Lemma 4.6.1.
 If pi < p < pi + △, we do deletion operations on the first p − pi substrings andthe last pi − p + △ substrings. We delete the first p − pi characters of s and the lastpi−p+△ characters of s, and we have xk = pk+(p−pi) and l′k = lk for k ∈ [1, p−pi], andxk = |s|−(pi−p+△)−(|r|−pk) and l′k = lk for k ∈ [τ+1−(pi−p+△)+1, τ+1]. In this case,Φ(sm, l) = {sm}∪{s[pk+(p−pi), lk]|k ∈ [1, p−pi]}∪{s[|s|− (pi−p+△)− (|r|−pk), lk]|k ∈[τ +1− (pi − p+△) + 1, τ +1]}. We can easily prove that Φ(sm, l) satisfies condition (1)as formalized in Lemma 4.6.1.
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 LEMMA 4.6.1. If a selection method satisfies completeness, it must select a substringin Φ(sm, l) for each sm ∈ Wm(s, l).
 PROOF. Firstly if each substring of s has at least 3 characters, Φ(sm, l) = {sm}. Asonly sm matches a segment of string r, if a substring selection method does not selectsm, the method must miss a similar pair ⟨s, r⟩. Thus any selection method that satisfiescompleteness must select a substring in Φ(sm, l).
 Secondly, if some substrings of s have less than 3 characters and we need to dodeletion operations on such substrings. We consider the following three cases.Case (1): p ≤ pi. Φ(sm, l) = {sm}∪{s[|s|−(pi−p+△)−(|r|−pk), lk]}. As only substrings inΦ(sm, l) matches a segment of string r. If a substring selection method does not select asubstring, the method must miss a similar pair ⟨s, r⟩. Thus any selection method thatsatisfies completeness must select a substring in Φ(sm, l).Case (2): p ≥ pi +△. It is similar to Case (1).Case (3): pi<p<pi+△. It is similar to Case (1) and Case (2).
 Thus the lemma is proved.
 Then we prove that for any two substrings sm ̸= sm′ in Wm(s, l), if a substring selec-tion method satisfies completeness, it must contain a substring in Φ(sm, l) and anothersubstring in Φ(sm′ , l) such that the two substrings are not the same as formalized inLemma 4.6.2.
 LEMMA 4.6.2. For any two substrings sm ̸= sm′ in Wm(s, l), if a method satisfiescompleteness, it must contain a substring in Φ(sm, l) and another substring in Φ(sm′ , l),and the two substrings are not the same.
 PROOF. Without loss of generality, suppose sm ∈ Wm(s,Lil) ⊆ Wm(s, l) with start
 position p and s′m ∈ Wm(s,Ljl ) ⊆ Wm(s, l) with start position p′ (Notice that i may be
 equal to j). We only need to prove that, for any sk ∈ Φ(sm, l) and s′k ∈ Φ(sm′ , l), (1)sk ̸= s′k; or (2) If sk = s′k, a method that only selects sk (or s′k) from Φ(sm, l) and Φ(sm′ , l)will miss a similar pair.
 Firstly, if sk and s′k are selected for different segments, we have sk ̸= s′k and thelemma is proved. Secondly, sk and s′k are selected for the same segment. Without lossof generality, suppose they are selected for the k-th segment of r. We consider thefollowing cases.Case 1: sk = sm and s′k = s′m. In this case as sm ̸= s′m, sk ̸= s′k.Case 2: sk = s[|s| − (pi − p+△)− (|r| − pk), lk] and s′k = s′m. In this case p < pi +△. Weprove that sk ̸= s′k as follows. If k ̸= j, sk ̸= s′k, as sk is selected for the k-th segmentand s′k is selected for j-th segment. If k = j, the start positions of s′k ∈ Wm(s,Lk
 l )are in [pk + △ − (τ + 1 − k), pk + △ + (τ + 1 − k)] ∩ [pk − (k − 1), pk + (k − 1)]. Wecan deduce |s| − (pi − p + △) − (|r| − pk) < pk + △ − (τ + 1 − k) as follows. As sk =s[|s| − (pi − p+△)− (|r| − pk), lk], we have k ∈ [τ + 1− (pi − p+△) + 1, τ + 1].
 pk +△− (τ + 1− k) = pk + (|s| − |r|)− (τ + 1) + k
 ≥ pk + (|s| − |r|)− (τ + 1) + τ + 1− (pi − p+△) + 1
 > |s| − (pi − p+△)− (|r| − pk)
 s[|s|−(pi−p+△)−(|r|−pk), lk] will not match any substring in Wm(s,Lkl ). Thus sk ̸= s′k.
 Case 3: sk = sm and s′k = s[|s| − (pj − p′ +△)− (|r| − pk), lk]. It is similar to Case (2);Case 4: sk = s[pk + (p − pi), lk] and s′k = s′m. In this case, p > pi. We prove thatsk ̸= s′k as follows. If k ̸= j, sk ̸= s′k, as sk is selected for the k-th segment and s′kis selected for j-th segment. If k = j, the start positions of s′k ∈ Wm(s,Lk
 l ) are in
 ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1, Publication date: June 2012.

Page 42
                        

A Partition-based Method for String Similarity Joins with Edit-Distance Constraints App–9
 [pk +△− (τ + 1− k), pk +△+ (τ + 1− k)] ∩ [pk − (k − 1), pk + (k − 1)]. As k ∈ [1, p− pi],we have pk + (k − 1) ≤ pk + (p− pi)− 1 < pk + (p− pi). Thus s[pk + (p− pi), lk] will notmatch any substring in Wm(s,Lk
 l ). That is sk ̸= s′k.Case 5: sk = sm and s′k = s[pk + (p′ − pj), lk]. It is similar to Case (4);Case 6: sk = s[pk + (p − pi), lk] and s′k = s[|s| − (pj − p′ + △) − (|r| − pk), lk], that isp > pi and p′ < pj +△. We prove that sk ̸= s′k as follows. Based on the proofs of Case4 and Case 3, we have pk + (k − 1) < pk + (p− pi) and |s| − (pj − p′ +△)− (|r| − pk) <pk +△− (τ + 1− k). Meanwhile as △ ≤ τ , we have pk +△− (τ + 1− k) ≤ pk + (k − 1).Thus s[pk + (p− pi), lk] ̸= s[|s| − (pj − p′ +△)− (|r| − pk), lk] as their start positions arenot the same. That is sk ̸= s′k.Case 7: sk = s[|s| − (pi − p+△)− (|r| − pk), lk] and s′k = s[pk + (p′ − pj), lk]. It is similarto Case (6).Case 8: sk = s[pk + (p − pi), lk] and s′k = s[pk + (p′ − pj), lk], that is p > pi and p′ > pj .In this case, we consider the following two cases:
 (1) p− pi ̸= p′ − pj : We have pk + (p− pi) ̸= pk + (p′ − pj), thus sk ̸= s′k.(2) p− pi = p′ − pj : We have sk = s′k as pk + (p− pi) = pk + (p′ − pj) and both of their
 lengths are lk. Next we prove i ̸= j by contradiction. Suppose i = j, we have pi = pj .As p− pi = p′ − pj , p = p′. Thus sm = s′m as they have the same start positions and thesame lengths. This contradicts with sm ̸= s′m. Thus i ̸= j.
 Then we prove that a method that only selects sk (or s′k) from Φ(sm, l) and Φ(sm′ , l)will miss a similar pair. We construct a new string r′ similar to the case of generatingthe string r using sm except that (1) For the k-th substring of s, we apply an additionalsubstitution operation (by substituting character s[pk+(p−pi)] with a special character)such that the k-th segment of r′ will not match any substring of s; and (2) The j-th segment of r′ is exactly the j-th substring of s. Next we prove that the numberof edit operations in the new transformation from s to r′ is τ . Compared with thetransformation T from s to r and the new transformation T ′ from s to r′, T ′ has anadditional substitution operation on the k-th substring and a match operation on thethe j-th substring of s. Next we prove that in transformation T , we do a substitutionoperation on the j-th substring.
 As s′m ∈ Wm(s,Ljl ), we have p′ ∈ [pj−(j−1), pj+(j−1)]∩ [pj+△−(τ+1−j), pj+△+
 (τ +1− j)]. Thus p′−pj < j < τ +1−|pj −p′+△|+1. In addition, as p−pi = p′−pj , wehave τ+1−|pj−p′+△|+1 = τ+1−|pi−p+△|+1. Thus p−pi < j < τ+1−|pi−p+△|+1.As i ̸= j, in the transformation T , we do a substitution operation on the j-th substring.
 Thus T and T ′ have the same number of edit operations, that is the number of editoperations in T ′ is τ .
 Note that in the transformation T ′ from s to r′, we only have the following match op-erations: (1) the substring sm matches the i-th segment; (2) the j-th substring matchesthe j-th segment; and (3) the other substrings in Φ(sm, l) and Φ(sm′ , l) except sk matchsome other segments of r′. Next we prove that sk is neither sm nor the j-th substring.
 Firstly as sm is a substring for the i-th segment and sk is a substring for the k-thsegment (k ̸= i), sk ̸= sm. Secondly s′k ̸= s′m as they are selected for different segments.Thus sk = s′k ̸= s′m. Next we prove that the j-th substring of s is exactly s′m. Thussk is not the j-th substring of s. We prove it as follows. The start position of the j-thsubstring of s is pj + (p− pi) as we do p− pi deletion operations in the transformationT . In addition the start position of s′m is p′. As pj + (p − pi) = pj + (p′ − pj) = p′, thej-th substring and s′m have the same start positions. On the other hand they have thesame length. Thus the j-th substring in the transformation T is exactly s′m.
 As sk does not match a segment of r′, if we only select sk, we will miss the similarpair ⟨s, r′⟩. Thus we cannot only select sk (or s′k) from Φ(sm, l) and Φ(sm′ , l).
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 Case 9: sk = s[|s|− (pi−p+△)− (|r|−pk), lk] and s′k = s[|s|− (pj−p′+△)− (|r|−pk), lk].It is similar to Case (8).
 Thus the lemma is proved.
 Based on the two lemmas, next we prove that the substring set Wm(s, l) generatedby the multi-match-aware selection method has the minimum size.
 THEOREM 4.6. The substring set Wm(s, l) generated by the multi-match-aware se-lection method has the minimum size among all the substring sets generated by thesubstring selection methods that satisfy completeness.
 PROOF. Consider any substring selection method satisfying completeness. For eachsm ∈ Wm(s, l), based on Lemma 4.6.1 the method must select a substring in Φ(sm, l).Based on Lemma 4.6.2, for different substrings sm and s′m in Wm(s, l), the method mustselect two different substrings. Thus the method must select |Wm(s, l)| substrings, andthe theorem is proved.
 F. PROOF OF THEOREM 4.8THEOREM 4.8. If l ≥ 2(τ + 1) and |s| ≥ l, Wm(s, l) satisfies minimality.
 PROOF. If l ≥ 2(τ+1), the substrings with deletion operations must contain at least3 characters. In this case, Φ(sm, l) = {sm}, thus any substring selection method mustselect {sm} based on Theorem 4.6. Thus Wm(s, l) satisfies minimality.
 G. PROOF OF THEOREM 5.3To prove Theorem 5.3, we first give an observation. Consider a string r and a strings where s has a substring sm that matches r’s i-th segment rm. If ⟨s, r⟩ passes ourverification algorithm, that is ED(rl, sl) ≤ i− 1 and ED(rr, sr) ≤ τ + 1− i, ⟨s, r⟩ must bea similar pair as ED(r, s) ≤ ED(rl, sl)+ED(rr, sr) ≤ τ . Thus our extension-based methodsatisfies condition (1) of the correctness (Definition 5.2). To prove condition (2), we needto prove that if s and r are similar, s must have a substring sm which matches the i-thsegment rm of r such that sm ∈ Wm(s, l), ED(rl, sl) ≤ i− 1 and ED(rr, sr) ≤ τ + 1− i asstated in Lemma 5.3.3. To prove Lemma 5.3.3 we first give two lemmas as follows.
 LEMMA 5.3.1. If s is similar to r within edit distance threshold τ , s must have asubstring sm which matches a segment rm of r, such that sm ∈ Wm(s, l) and ED(r, s) =ED(rl, sl) + ED(rr, sr).
 PROOF. We first prove that given a transformation T from r to s with |T | = ED(r, s)edit operations, for any segment rm of r matching a substring sm of s in T , ED(r, s) =ED(rl, sl) + ED(rr, sr). As T transforms rl to sl, matches rm with sm, and transformsrr to sr, we have |T | ≥ ED(rl, sl) + ED(rm, sm) + ED(rr, sr). In addition, based on thedefinition of edit distance, we have ED(rl, sl) + ED(rm, sm) + ED(rr, sr) ≥ ED(r, s). As|T | = ED(r, s) and ED(rm, sm) = 0, we have ED(r, s) = ED(rl, sl) + ED(rr, sr).
 Then, based on the proof of Theorem 4.4, for any transformation T such that |T | =ED(r, s) ≤ τ , there must exist a substring sm ∈ Wm(s, l) of s that matches a segmentrm of r, and we have ED(r, s) = ED(rl, sl) + ED(rr, sr). Thus the lemma is proved.
 LEMMA 5.3.2. If s is similar to r within edit distance threshold τ , s must have asubstring sm which matches the i-th segment rm of r, such that sm ∈ Wm(s, l), ED(r, s) =ED(rl, sl) + ED(rr, sr) and ED(rr, sr) ≤ τ + 1− i.
 PROOF. Based on Lemma 5.3.1, s must have a substring sm which matches a seg-ment rm of r, such that sm ∈ Wm(s, l) and ED(r, s) = ED(rl, sl) + ED(rr, sr). We as-
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 sume rm is the first segment of r which matches a substring sm ∈ Wm(s, l) of s andED(r, s) = ED(rl, sl) + ED(rr, sr). Without loss of generality, suppose rm is the i-thsegment of r. Next we prove that ED(rr, sr) ≤ τ + 1 − i. We prove it by contradic-tion. Suppose ED(rr, sr) ≥ τ + 2 − i. As ED(rl, sl) + ED(rr, sr) = ED(r, s) ≤ τ , we haveED(rl, sl) ≤ τ−ED(rr, sr) ≤ i−2, i.e. rl and sl are similar within edit distance thresholdτ ′ = i−2. On the other hand we have i−1 segments in rl. Based on Theorem 4.4 sl musthave a substring in Wm(sl, |rl|) matching a segment of rl. As rm is the first segment of rthat matches a substring of s, none of the substrings in Wm(s,Lj
 l )(1 ≤ j ≤ i− 1) matchany substring of s. Next we prove that for any 1 ≤ j ≤ i − 1, Wm(sl,Lj
 rl) ⊆ Wm(s,Lj
 l ).Suppose the lengths of the j-th segments of r and rl are respectively lj and l′j and thecorresponding start positions are pj and p′j . As the i− 1 segments of rl are exactly thefirst i − 1 segments of r, for any 1 ≤ j ≤ i − 1 we have lj = l′j and pj = p′j . Based onSection 4, for any 1 ≤ j ≤ i − 1, Wm(s,Lj
 l ) is the set of substrings of s with length ljand with start positions in
 [⊥j ,⊤j ] = [max(⊥rj ,⊥l
 j),min(⊤rj ,⊤l
 j)]
 = [max(pj − (j − 1), pj +△− (τ + 1− j)),min(pj + (j − 1), pj +△+ (τ + 1− j))]
 = [pj − (j − 1), pj + (j − 1)] ∩ [pj +△− (τ + 1− j), pj +△+ (τ + 1− j)]
 Note that Wm(sl,Ljrl) is the set of substrings of s with length lj and with start posi-
 tions in
 [⊥′j ,⊤′
 j ] = [max(⊥′rj ,⊥′l
 j),min(⊤′rj ,⊤′l
 j)]
 = [max(pj − (j − 1), pj + |sl| − |rl| − (τ ′ + 1− j)),min(pj + (j − 1), pj + |sl| − |rl|+ (τ ′ + 1− j))]
 = [pj − (j − 1), pj + (j − 1)] ∩ [pj + |sl| − |rl| − (i− 1− j), pj + |sl| − |rl|+ (i− 1− j)].
 Thus we only need to prove that
 [pj +△− (τ + 1− j), pj +△+ (τ + 1− j)] ⊇ [pj + |sl| − |rl| − (i− 1− j), pj + |sl| − |rl|+ (i− 1− j)]
 We have an observation that |rl| + 1 = pi and |sl| + 1 equals to the start position ofsm. Thus |sl| − |rl| is exactly the difference between the start position of sm and rm. Onthe other hand, we have the start position of sm in
 [⊥i,⊤i] = [max(⊥rj ,⊥l
 j),min(⊤rj ,⊤l
 j)] ⊇ [⊥li,⊤l
 i] = [pi +△− (τ + 1− i), pi +△+ (τ + 1− i)]
 where pi is the start position of rm. Thus △− (τ + 1− i) ≤ |sl| − |rl| ≤ △+ (τ + 1− i).Then we have
 pj + |sl| − |rl| − (i− 1− j) ≥ pj +△− (τ + 1− i)− (i− 1− j)
 > pj +△− (τ + 1− j)
 pj + |sl| − |rl|+ (i− 1− j) ≤ pj +△+ (τ + 1− i) + (i− 1− j)
 < pj +△+ (τ + 1− j).
 Thus for any 1 ≤ j ≤ i − 1, Wm(sl,Ljrl) ⊆ Wm(s,Lj
 l ). That is none of the substrings inWm(sl, |rl|) matches any segment of rl. This contradicts with Theorem 4.4. Thus thelemma is proved.
 The lemma above is gotten from the left-side perspective. Similarly, we can get an-other conclusion from the right-side perspective that if s is similar to r, s must havea substring sm which matches the i-th segment rm of r, such that sm ∈ Wm(s, l),ED(r, s) = ED(rl, sl) + ED(rr, sr) and ED(rl, sl) ≤ i − 1. Next we combine these twoconclusions and prove Lemma 5.3.3.
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 LEMMA 5.3.3. If s is similar to r within edit distance threshold τ , s must have asubstring sm which matches the i-th segment rm of r, such that sm ∈ Wm(s, l), ED(r, s) =ED(rl, sl) + ED(rr, sr), ED(rl, sl) ≤ i− 1 and ED(rr, sr) ≤ τ + 1− i.
 PROOF. Consider the last segment rm of r which matches with a substring sm ∈Wm(s, l) such that ED(r, s) = ED(rl, sl) + ED(rr, sr). Without loss of generality, supposerm is the i-th segment of r. Based on the proof of Lemma 5.3.2 (from the right-sideperspective) ED(rl, sl) ≤ i − 1. If ED(rr, sr) ≤ τ + 1 − i, the lemma is proved; other-wise we have ED(rr, sr) ≥ τ + 2 − i and ED(rl, sl) + ED(rr, sr) = ED(r, s) ≤ τ , thusED(rl, sl) ≤ i − 2 while there are i − 1 segments in rl. Let τ ′ = i − 2, r′l and s′l aresimilar within edit distance threshold τ ′. Based on Lemma 5.3.1 there must be at leastone substring s′m ∈ Wm(sl, |rl|) ⊂ Wm(s, l) of sl matching a segment r′m of rl suchthat ED(rl, sl) = ED(r′l, s
 ′l) + ED(r′r, s
 ′r) where r′l/s
 ′l are left parts of r′m/s′m and r′r/s′r are
 the right parts. We still consider the last segment r′m of rl that satisfies the conditionabove and suppose r′m is the j-th segment. Based on Lemma 5.3.2 (from the right-side perspective) ED(r′l, s
 ′l) ≤ j − 1. As s′m ∈ Wm(s, l), ED(r, s) = ED(rl, sl) + ED(rr, sr) =
 ED(r′l, s′l)+ED(r′r, s
 ′r)+ED(rr, sr) and ED(r′l, s
 ′l) ≤ j−1, if ED(r′r, s
 ′r)+ED(rr, sr) ≤ τ+1−j,
 the lemma is proved; otherwise we have ED(r′r, s′r) + ED(rr, sr) ≥ τ + 2 − j and
 ED(r, s) = ED(r′l, s′l) + ED(r′r, s
 ′r) + ED(rr, sr) ≤ τ . Thus ED(r′l, s
 ′l) ≤ j − 2 while there
 are j − 1 segments in r′l. We can repeat our proof above until the lemma is proved orreaching the first segment r′′m of r which matches a substring s′′m ∈ Wm(s, l) of s suchthat ED(r, s) = ED(r′′l , s
 ′′l )+ED(r′′r , s
 ′′r )+ · · ·+ED(r′r, s
 ′r)+ED(rr, sr). Without loss of gen-
 erality suppose r′′m is the k-th segment of r. Based on the proof of Lemma 5.3.2 (fromthe left-side perspective) we have ED(r′′r , s
 ′′r )+ · · ·+ED(r′r, s
 ′r)+ED(rr, sr) ≤ k−1. Based
 on the proof above we have ED(r′′l , s′′l ) ≤ τ + 1− k. Thus the lemma is proved.
 In summary, if s is similar to r within edit distance threshold τ , s must havea substring sm which matches the i-th segment rm of r, such that sm ∈ Wm(s, l),ED(r, s) = ED(rl, sl) + ED(rr, sr), ED(rl, sl) ≤ i− 1 and ED(rr, sr) ≤ τ + 1− i.
 Based on the lemmas above, we prove Theorem 5.3.
 THEOREM 5.3. Our extension-based verification method satisfies the correctness.
 PROOF. We first prove the condition (1). If ⟨s, r⟩ passes our verification algorith-m, then there exists a segment rm matching a substring sm, ED(sl, rl) ≤ i − 1 andED(sr, rr) ≤ τ +1− i. Thus ED(sl, rl) + ED(sr, rr) ≤ τ and there exists a transformationfrom r to s with no large than τ edit operations. Hence ⟨s, r⟩ must be a similar pair.
 Then we prove the condition (2). If ⟨s, r⟩ is a similar pair, based on Lemma 5.3.3,there exists a substring sm ∈ Wm(s, l) matching the i-th segment rm of r, ED(sl, rl) ≤i−1 and ED(sr, rr) ≤ τ +1− i. Thus ⟨s, r⟩ must pass our extension-based algorithm.
 H. PROOF OF THEOREM 5.4To prove Theorem 5.4, we need to prove that our iterative-based verification satisfiesconditions (1) and (2) of the correctness (Definition 5.2). It is easy to prove condition(1) similar to Theorem 5.3. To prove condition (2), we first prove that for two similarstrings, their left parts can pass the iterative-based verification from the left-side per-spective as stated in Lemma 5.4.1. We can get a similar conclusion from the right-sideperspective. Finally we combine these two conclusions and prove Theorem 5.4.
 LEMMA 5.4.1. If s is similar to r within edit distance threshold τ , s must have asubstring sm which matches a segment rm of r, such that sm ∈ Wm(s, l) and ⟨rl, sl⟩ canpass the ITERATIVEVERIFICATIONLEFT algorithm.
 PROOF. If ⟨s, r⟩ are similar, based on Lemma 5.3.2, there must exist a substringsm ∈ Wm(s, l) which matches the i-th segment rm of r such that ED(s, r) = ED(sl, rl) +
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 ED(sr, rr) and ED(sl, rl) ≤ τl = i − 1. If rm and sm are not the first pair matchingwith each other, the iterative-based method calls the length-aware verification methodon rl and sl. rl and sl can pass the algorithm as ED(rl, sl) ≤ τl. Otherwise, as statedin Section 5.3, we find the longest common suffix of rl and sl. If x = 1 we use thelength-aware verification method to verify rl and sl. As ED(rl, sl) ≤ τl, it can pass theITERATIVEVERIFICATIONLEFT algorithm. If x > 1, we partition rl to i segments asstate in Section 5.3. As ED(rl, sl) ≤ τl = i − 1 and rl contains i segments, based onTheorem 4.4 there must be a segment of rl matching a substring of sl. Next we provethere exists a substring in Wm(sl,Li−1
 rl) matching the (i − 1)-th segment of rl. We can
 prove that neither the first i − 2 segments of rl nor the i-th segment of rl matches asubstring of sl.
 We first prove the i-th segment cx . . . cy cannot match any substrings in Wm(sl,Lirl).
 The start position of strings in Wm(sl,Lirl) are in [p′i − (i− 1), p′i + (i− 1)] ∩ [p′i + |sl| −
 |rl|−(i− i), p′i+ |sl|−|rl|+(i− i)] = [p′i+ |sl|−|rl|, p′i+ |sl|−|rl|] as∣∣|sl|−|rl|
 ∣∣ ≤ i−1(basedon the multi-match aware method from left-side perspective) where p′i is the positionof cx. Thus there is only one substring sl[p
 ′i + |sl| − |rl| . . . |sl| − 1] in Wm(sl,Li
 rl). Next
 we prove sl[p′i + |sl| − |rl| . . . |sl| − 1] is exactly c′x′ . . . c′y′ . As the position of c′y′ is |sl| − 1,
 we only need to prove the length of sl[p′i + |sl| − |rl| . . . |sl| − 1] is equal to the lengthof c′x′ . . . c′y′ . That is we need to prove |rl| − p′i = y′ − x′ + 1. On one hand we havecx+1 . . . cy = c′x′+1 . . . c
 ′y′ , y′ − x′ = y− x. On the other hand we have the position of cy is
 |rl|−1 and p′i is the position of cx, y−x = |rl|−1−p′i. Thus |rl|−p′i = y′−x′+1 and we havesl[p
 ′i+ |sl|− |rl| . . . |sl|−1] = c′x′ . . . c′y′ . As cx+1 . . . cy = c′x′+1 . . . c
 ′y′ is the longest common
 suffix of rl and sl, cx ̸= c′x′ , cx . . . cy ̸= c′x′ . . . c′y′ , sl[p′i + |sl| − |rl| . . . |sl| − 1] ̸= cx . . . cy.Thus the i-th segment of rl cannot match any substring in Wm(sl,Li
 rl).
 Then we consider the first i − 2 segments of rl which are exactly the first i − 2segments of r. As rm is the first segment of r which matches a substring of s, noneof the substrings in Wm(sl,Lj
 rl)(1 ≤ j ≤ i − 2) matching the first i − 2 segments of
 r. Next we prove that for any 1 ≤ j ≤ i − 2, Wm(sl,Ljrl) ⊆ Wm(s,Lj
 l ). Suppose thelengths of the j-th segment of r and rl are lj and l′j and the start positions are pj and p′jrespectively. As the first i− 2 segments of rl is exactly the first i− 2 segments of r, forany 1 ≤ j ≤ i− 2 we have lj = l′j and pj = p′j . Based on Section 4, for any 1 ≤ j ≤ i− 2,Wm(s,Lj
 l ) is the set of substrings of s with length lj and with start position in
 [⊥j ,⊤j ] = [max(⊥rj ,⊥l
 j),min(⊤rj ,⊤l
 j)]
 = [max(pj − (j − 1), pj +△− (τ + 1− j)),min(pj + (j − 1), pj +△+ (τ + 1− j))]
 = [pj − (j − 1), pj + (j − 1)] ∩ [pj +△− (τ + 1− j), pj +△+ (τ + 1− j)]
 Wm(sl,Ljrl) is the set of substrings of s with length lj and with start position in
 [⊥′j ,⊤′
 j ] = [max(⊥′rj ,⊥′l
 j),min(⊤′rj ,⊤′l
 j)]
 = [max(pj − (j − 1), pj + |sl| − |rl| − (τl + 1− j)),min(pj + (j − 1), pj + |sl| − |rl|+ (τl + 1− j))]
 = [pj − (j − 1), pj + (j − 1)] ∩ [pj + |sl| − |rl| − (i− j), pj + |sl| − |rl|+ (i− j)].
 Thus we only need to prove that
 [pj +△− (τ + 1− j), pj +△+ (τ + 1− j)] ⊇ [pj + |sl| − |rl| − (i− j), pj + |sl| − |rl|+ (i− j)]
 We have an observation that |rl| + 1 = pi and |sl| + 1 equals to the start position ofsm. Thus |sl| − |rl| is exactly the difference between the start position of sm and rm. On
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 the other hand, we have the start position of sm in
 [⊥i,⊤i] = [max(⊥rj ,⊥l
 j),min(⊤rj ,⊤l
 j)] ⊇ [⊥li,⊤l
 i] = [pi +△− (τ + 1− i), pi +△+ (τ + 1− i)]
 where pi is the start position of rm. Thus △− (τ + 1− i) ≤ |sl| − |rl| ≤ △+ (τ + 1− i).Then we have
 pj + |sl| − |rl| − (i− j) ≥ pj +△− (τ + 1− i)− (i− j) = pj +△− (τ + 1− j),
 pj + |sl| − |rl|+ (i− 1− j) ≤ pj +△+ (τ + 1− i) + (i− j) = pj +△+ (τ + 1− j).
 Thus for any 1 ≤ j ≤ i − 2, Wm(sl,Ljrl) ⊆ Wm(s,Lj
 l ), which means none of thesubstrings in Wm(sl,Lj
 rl)(1 ≤ j ≤ i− 2) matching any segment of rl.
 Based on the proof above the (i − 1)-th segment of rl must match a substring inWm(sl,Li−1
 rl) and it calls ITERATIVEVERIFICATIONLEFT algorithm again. Iteratively,
 strings rl and sl can pass the ITERATIVEVERIFICATIONLEFT algorithm.
 We can prove the conclusion from the right-side perspective similarly. Notice thatinstead of the fact that rm is the first segment of r that matches a substring sm ofs from the left-side perspective, we can assume rm is also the first segment of r thatmatches a substring sm of s from the right-side perspective. This is because we will callthis algorithm later if there exists another segment r′m of rr which matches a substrings′m of sr based on the multi-match-aware technique.
 Next we prove Theorem 5.4.
 THEOREM 5.5.1. Our iterative-based verification method satisfies the correctness.
 PROOF. We first prove the condition (1). If ⟨s, r⟩ passes our iterative-based verifi-cation algorithm, then there exists a segment rm which matches a substring sm suchthat ED(sl, rl) ≤ i − 1 and ED(sr, rr) ≤ τ + 1 − i. Thus ED(sl, rl) + ED(sr, rr) ≤ τ andthere exists a transformation from r to s with no large than τ edit operations. Hence⟨s, r⟩ must be a similar pair.
 Then we prove the condition (2). If ⟨s, r⟩ is a similar pair, based on Lemma 5.3.3,there must exists a substring sm ∈ Wm(s, l) matching with the i-th segment rm of r,such that ED(s, r) = ED(sl, rl) + ED(sr, rr), ED(sl, rl) ≤ i − 1 and ED(sr, rr) ≤ τ + 1 − i.Consider the first segment r′m of r matching a substring s′m ∈ Wm(s, l) of s. If r′m = rmbased on Lemma 5.4.1, r and s can pass our iterative-based algorithm. If r′m ̸= rm, theiterative-based method will call the extension-based method on rm and sm and basedon Theorem 5.3, r and s can pass the iterative-based method.
 I. PROOF OF THEOREM 5.5THEOREM 5.5. Our algorithm satisfies the (1) completeness: Given any similar pair
 ⟨s, r⟩, our algorithm must find it as an answer; and (2) correctness: A pair ⟨s, r⟩ foundin our algorithm must be a similar pair.
 PROOF. We first prove completeness of our method. That is given a similar pair⟨s, r⟩, our method must find it as an answer. Without loss of generality, suppose ris visited before s. Based on Theorem 4.4, our multi-match-based method must findthis pair as a candidate pair. Based on Theorem 5.3, the similar pair ⟨s, r⟩ can passour extension-based verification, and thus it must be added as an answer. Thus ouralgorithm satisfies completeness.
 Then we prove correctness of our method. That is a pair ⟨s, r⟩ found in our algorithmmust be a similar pair. Based on Theorem 5.3, any pair ⟨s, r⟩ passed our extension-based verification must be a similar pair. Thus our algorithm satisfies correctness.
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